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Abstract – The authors consider the construction of a nonlinear 
multiple regression model, its confidence and prediction intervals 
to evaluate the efforts of mobile application development in the 
planning phase based on the multivariate normalizing 
transformation and outlier detection. The constructed model is 
compared to the linear regression model and nonlinear regression 
models based on the univariate transformations, such as the 
decimal logarithm, Box–Cox, and Johnson transformation. This 
model, in comparison with other regression models, has better 
prediction accuracy. 
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I. INTRODUCTION 
Evaluating software development efforts is one of the 

important problems during the planning phase for the software 
project manager to be able to successfully plan the software 
project. Like web application (app) development, mobile app 
development has its roots in more traditional software 
development [1]. However, there are differences, for example, 
the use of the agile methodology for mobile app development. 
Today, the solution to the problem of evaluating software 
development efforts is carried out, applying regression 
equations and models. One of the well-known regression 
equations for estimating mobile app development efforts is 
COCOMO II. However, its use for mobile applications has 
some difficulties. First, the main factor for this equation is the 
software size, which is still unknown in the planning phase. 
Second, this equation is built on a univariate transformation in 
the form of a decimal logarithm, which does not always allow 
for good normalization of the data. Third, a regression equation 
does not include random variables [2]–[4] and the effort 
estimation model based on the function point analysis method 
[5]. As we know, the effort is a random variable. Therefore, 
over the last years, several regression models for estimating the 
efforts of the mobile app development in a planning phase were 
proposed [6]–[8]. In [8], the authors built a nonlinear multiple 
regression model to evaluate the efforts of mobile application 
development in the planning phase based on the multivariate 
normalizing transformation and outlier detection. However, at 
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the last iteration when constructing this model, the relative 
accuracy of parameter estimators was 1 %, which could affect 
its quality. Therefore, there is a need to improve this model, 
primarily according to parameter estimates. 

As in [8], to improve the nonlinear regression model for 
estimating the efforts of developing mobile apps in the planning 
phase, we shall further use the method based on the multivariate 
normalizing transformation and outlier detection. This method 
consists of four steps. In the first step, a set of multivariate non-
Gaussian data are normalized using a multivariate normalizing 
transformation. After that, normalized data are checked for 
multivariate outliers, and, if ones are detected, they are 
removed. The method based on the squared Mahalanobis 
distance [9] is used for outlier detection. In the second step, the 
nonlinear regression model is built based on the multivariate 
normalizing transformation. In the third step, the prediction 
intervals of nonlinear regression are constructed. Finally, in the 
fourth step, it is checked whether among the data for which the 
nonlinear regression model was constructed, there are data that 
go beyond the found bounds of the prediction interval of 
regression. If the outliers are detected, they are removed, and 
we repeat all the steps, starting with the first, for new data. 

II. CONSTRUCTION OF THE MODEL 
As in [8], we shall construct a three-factor nonlinear 

regression model to evaluate the effort Y (in person-hours) of 
developing the mobile apps in the planning phase based on the 
four-dimensional data set of the 38 mobile apps (see Table I). 
This model is built around the Requirement Analysis Document 
metrics of the mobile app: number of screens X1, number of 
functions X2, and number of files X3. 

The three-factor nonlinear regression model to evaluate the 
efforts of developing the mobile apps in the planning phase is 
constructed based on the Johnson four-variate transformation 
for SB family according to [8] and has the form 

 ( )[ ]{ }YYYYY ZY ηγ−ε+−+λ+ϕ= ˆˆˆexp1ˆˆ , (1) 
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where ε  is a Gaussian random variable defined residuals,  
ε ∼ ( )2,0 εσN ; YẐ  is a prediction result by linear regression 

equation 3322110
ˆˆˆˆˆ ZbZbZbbZY +++=  for normalized data, 

which are transformed using the Johnson four-variate 
transformation for SB family with components 

 ( ) ( )[ ]jjjjjjjj XXZ −λ+ϕϕ−η+γ= ln , (2) 

where jZ  is a standard Gaussian variable, jZ ∼ ( )1,0N ; jγ , 

,jη  jϕ , and jλ  are parameters of the Johnson transformation 

for SB family, 0>η j , jjjj X λ+ϕ<<ϕ , 0>λ j , 1, 2, 3.j =  
The component ZY is defined analogously (2) with the only 

difference that instead of jZ , jX , jγ , jη , jϕ , jλ  one 

should put YZ , Y, Yγ , Yη , Yϕ , Yλ , respectively. 
For the four-dimensional data set of the 38 mobile apps from 

Table I, the estimators of parameters for the Johnson four-
variate transformation for SB family are: ˆ 5.69898,Yγ =  

1ˆ 0.524119,γ =  2ˆ 0.77618,γ =  3ˆ 0.540973,γ =  ˆ 2.40219,Yη =  

1ˆ 0.74388,η =  2ˆ 0.79545,η =  3ˆ 0.534447,η =  
ˆ 114.545,Yφ = −  1

ˆ 1.7242,φ =  2
ˆ 1.6885,φ =  3

ˆ 0.90,φ =  
ˆ 3328.564,Yλ =  1

ˆ 12.3743,λ =  2
ˆ 12.091,λ =  3

ˆ 8.30648;λ =  
the estimators for parameters of the linear regression equation 
for normalized data are: 0̂ 0,b =  1̂ 0.808152,b =  

2̂ 0.928296,b = −  3̂ 0.854262.b =  In this case, the sum of 
squared residuals (SSR) is 198104.0 for (1). 

TABLE I 
THE DATA SET, LOWER AND UPPER BOUNDS OF NONLINEAR REGRESSION PREDICTION INTERVALS BEFORE AND AFTER OUTLIER CUT-OFF 

No Y X1 X2 X3 SMD1 LB1 UB1 SMD2 LB2 UB2 LB3 UB3 LB4 UB4 LB5 UB5 SMD6 LB6 UB6 
1 192 5 4 3 0.4 60.5 377.3 0.3 91.9 289.1 93.9 280.4 112.4 270.3 131.4 228.5 1.0 141.6 216.6 
2 272 5 4 3 1.6 60.5 377.3 3.6 91.9 289.1 93.9 280.4 112.4 270.3 - - - - - 
3 288 3 2 2 12.1 88.6 524.1 11.5 153.0 362.1 179.3 367.2 180.8 345.2 218.1 332.6 10.3 233.6 323.2 
4 116 6 6 4 1.0 51.1 352.9 1.5 75.7 268.2 77.4 258.6 91.6 242.6 105.7 195.7 5.3 115.6 185.7 
5 372 5 5 4 5.6 54.5 362.4 - - - - - - - - - - - - 
6 504 9 8 6 7.5 90.1 453.3 - - - - - - - - - - - - 
7 28 6 7 2 5.9 −0.7 232.5 7.3 20.1 161.0 20.0 137.5 26.9 102.8 25.1 70.9 9.2 25.1 64.6 
8 176 6 7 3 3.0 18.9 277.8 5.0 37.9 204.6 37.8 186.5 45.1 155.6 - - - - - 
9 364 10 11 9 7.3 157.4 665.2 8.7 267.9 404.2 292.7 401.1 324.0 396.7 331.6 411.5 8.7 342.2 409.2 
10 120 10 10 5 3.9 48.7 363.8 4.1 73.4 272.3 72.6 258.7 81.8 235.1 97.1 188.5 6.1 110.8 183.4 
11 22 6 5 4 11.9 70.8 402.2 - - - - - - - - - - - - 
12 224 11 6 2 6.2 73.5 447.0 5.5 111.9 322.1 109.5 309.7 119.5 288.6 148.5 255.8 5.6 171.7 256.4 
13 24 2 2 1 5.7 −23.9 170.9 6.4 8.8 123.5 12.8 109.7 16.0 59.3 15.3 51.1 6.5 15.4 49.1 
14 200 11 7 4 4.0 106.5 511.6 4.9 155.9 351.0 161.9 345.7 185.2 337.3 214.3 318.8 - - - 
15 160 6 6 7 3.8 100.6 490.0 5.9 148.3 344.0 162.1 344.0 - - - - - - - 
16 120 2 2 1 7.6 −23.9 170.9 10.1 8.8 123.5 12.8 109.7 - - - - - - - 
17 96 4 4 1 9.5 −33.4 149.2 11.2 1.9 95.0 - - - - - - - - - 
18 202 6 5 4 0.2 70.8 402.2 0.1 103.4 301.7 107.2 295.3 128.7 287.7 148.4 248.2 0.2 160.4 237.1 
19 145 4 3 2 1.3 49.2 353.3 1.5 80.8 277.2 81.5 265.9 95.2 250.3 115.3 209.6 2.0 124.7 197.8 
20 198 6 5 4 0.2 70.8 402.2 0.1 103.4 301.7 107.2 295.3 128.7 287.7 148.4 248.2 0.1 160.4 237.6 
21 146 4 3 2 1.3 49.2 353.3 1.4 80.8 277.2 81.5 265.9 95.2 250.3 115.3 209.6 1.9 124.7 197.8 
22 191 6 6 5 0.5 66.2 392.5 0.5 96.4 294.7 101.0 289.3 122.1 281.4 139.8 238.7 0.4 151.1 227.6 
23 99 3 3 2 1.6 24.7 290.0 1.6 51.0 229.4 52.1 216.3 62.3 194.1 73.0 149.9 1.3 76.4 136.2 
24 382 11 12 9 7.7 140.1 624.9 9.6 257.6 400.9 275.9 396.5 311.0 393.1 317.2 402.2 8.8 326.6 397.3 
25 270 9 10 8 3.2 93.4 477.2 3.2 138.4 338.8 149.0 336.6 181.3 335.4 202.6 309.0 3.3 218.5 301.1 
26 282 12 7 3 7.0 104.6 532.5 7.0 163.8 362.1 169.2 356.3 190.7 346.1 223.9 332.1 6.5 246.7 331.1 
27 213 10 5 2 5.1 78.5 452.7 4.3 117.2 324.4 115.4 312.5 128.8 295.5 158.6 265.3 4.4 181.0 264.8 
28 322 11 7 5 3.3 126.8 560.3 3.6 184.6 367.4 195.2 363.7 226.5 359.5 257.5 355.1 2.9 278.4 354.9 
29 290 10 6 4 2.7 109.1 513.1 2.5 157.5 350.7 164.2 345.6 190.7 339.5 219.5 322.5 2.4 239.9 320.2 
30 223 7 7 6 0.8 78.6 425.2 0.8 112.5 312.4 119.4 308.9 144.3 303.7 164.1 266.7 0.9 177.7 257.1 
31 241 5 5 6 2.1 84.9 449.3 1.6 127.2 327.4 137.7 326.4 172.8 328.2 194.4 299.7 2.0 204.6 286.3 
32 87 5 5 2 1.1 17.1 267.3 1.1 37.6 200.0 36.4 179.7 43.9 149.6 49.2 111.2 2.3 53.0 103.8 
33 36 3 3 1 4.8 −29.0 153.6 3.5 5.3 105.7 4.8 72.5 15.1 53.6 15.2 49.6 4.2 15.2 47.4 
34 216 8 7 5 0.4 77.1 418.6 0.4 108.9 307.9 113.3 302.1 133.1 292.3 153.2 253.9 0.6 168.5 246.6 
35 67 5 6 2 3.0 1.4 233.2 2.8 22.4 165.0 22.4 142.8 29.7 110.4 29.0 77.0 8.2 29.0 69.6 
36 115 7 7 3 1.5 31.0 306.4 1.5 50.3 228.9 49.5 212.1 56.7 182.4 64.9 137.9 3.2 72.4 131.5 
37 36 2 2 1 5.4 −23.9 170.9 5.3 8.8 123.5 12.8 109.7 16.0 59.3 15.3 51.1 6.3 15.4 49.1 
38 98 3 3 2 1.6 24.7 290.0 1.6 51.0 229.4 52.1 216.3 62.3 194.1 73.0 149.9 1.4 76.4 136.2 
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To estimate the prediction accuracy of the nonlinear 

regression model (1), we used the standard metrics, such as a 
multiple coefficient of determination R2, a mean magnitude of 
relative error MMRE, and percentage of prediction at the level 
of magnitude of relative error (MRE), which equalled 0.25, 
PRED(0.25) [10], [11]. The R2, MMRE, and PRED(0.25) 
values equal respectively 0.5789, 0.4933, and 0.5263 for the 
nonlinear regression model (1) constructed based on the 
Johnson four-variate transformation for the SB family of the 
data set of the 38 mobile apps from Table I. These values of the 
standard metrics show bad prediction results of the nonlinear 
regression model (1) and for the linear regression model from 
[8] the values of R2, MMRE, and PRED(0.25) equal 0.5449, 
0.5713, and 0.5789, respectively. 

Therefore, to improve the nonlinear regression model for 
estimating the efforts of developing mobile apps in the planning 
phase, we used the method based on the multivariate 
normalizing transformation and outlier detection. At first, 
normalized data were checked for outliers by the method based 
on the squared Mahalanobis distance (SMD) [9]. Table I 
contains the values of SMD at the first, second, and sixth 
iterations, which are denoted as SMD1, SMD2, SMD6, 
respectively. There are no four-variate outliers in data from 
Table I at all iterations for 0.005 significance level because for 
all data rows, the SMD values are smaller than the value of the 
Chi-Square distribution quantile, which equals 14.86. 

Then, the nonlinear regression model was built using the 
Johnson four-variate transformation for the SB family in form 
(1). Then, the prediction intervals of nonlinear regression are 
constructed by the formula [8] 

( ) ( )[ ] ( ) 
















 ++±ψ +

−
+++

να
−

211

,2
1 11ˆ

XX
T

X
T

XZYY N
StZ

Y
zZZz , (3) 

where Yψ  is the first component of a vector of normalizing 

transformation, { }TkY ψψψψ= ,,,, 21 ψ ; k is a number of 
regressors or independent variables (in our case, k equals 3); 

να ,2t  is a student’s t-distribution quantile with 2α  

significance level and ν  degrees of freedom; +
Xz  is a vector 

with components 11 ZZ
i
− , 22 ZZ

i
− ,  , kk ZZ

i
−  for i-row; 

+
XZ  is a matrix of centred regressors that contains the values of 

normalized data 11 ZZ
i
− , 22 ZZ

i
− ,  , kk ZZ

i
− ; 

∑
=

=
N
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X ZZ  is the kk ×  matrix 
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where [ ][ ]rr

N

i
qqZZ ZZZZS

iirq
−−=∑

=1

, , 1, 2, , .q r k=   

For example, if in (3) Yψ  is the decimal logarithm function 

(Log10) then for our case ( )Log10YZ Y= , YZ
Y 101 =ψ− ; 

( )Log10j jZ X= , 1, 2, 3.j = If in (3) Yψ  is the Johnson 

transformation (2) then ( )( )YYYZ
YYY e ηγ−−− +λ+ϕ=ψ 11 . 

In the first iteration, for the data normalized by the Johnson 
four-variate transformation for SB family from 38 mobile apps, 
the matrix (4) is the following: 

 ( )















=++

00.3803.3163.26
03.3100.3814.33
63.2614.3300.38

X
T

X ZZ .  

As in [8], for the nonlinear regression model (1) with the 
parameter estimators obtained from the data for the 38 mobile 
apps, it turned out that Y values for the three mobile apps (5, 6, 
and 11) were outside the prediction interval calculated by (3). 
In Table I, the lower and upper bounds of the prediction interval 
obtained in the first iteration are denoted as LB1, and UB1, 
respectively. In the second iteration, data from three apps (5, 6, 
and 11) were removed, and data from the remaining 35 apps 
were used for model construction. In Table I, the row numbers 
with the outliers in data are highlighted in bold at the relevant 
iteration. A dash (-) depicts the exception of the corresponding 
numbers of data at the relevant iteration. For model (1) with the 
parameter estimators obtained from the data for the 35 mobile 
apps (data rows), it turned out that the value of Y for app 17 
went beyond the prediction interval. There were five such 
iterations, after which 29 mobile apps remained (1, 3, 4, 7, 9, 
10, 12, 13, 18–38). At the sixth iteration, there were no outliers; 
the repeat of the stages was completed, the nonlinear regression 
model (1) was constructed using data from 29 apps. In Table I, 
the lower and upper bounds of the prediction interval obtained 
in the sixth iteration are denoted as LB6, and UB6, respectively. 

In the sixth iteration, for the data set of the 29 mobile apps 
from Table I the estimators of parameters for the Johnson four-
variate transformation for SB family are: ˆ 0.638164,Yγ =  

1ˆ 0.387413,γ =  2ˆ 0.84038,γ =  3ˆ 0.477514,γ =  ˆ 1,12311,Yη =  

1ˆ 0.659463,η =  2ˆ 0.8313,η =  3ˆ 0.632614,η =  ˆ 28.4433,Yφ = −  

1
ˆ 1.82645,φ =  2

ˆ 1.5912,φ =  3
ˆ 0.657479,φ =  ˆ 543.1612,Yλ =  

1
ˆ 11.5548,λ =  2

ˆ 12.9939,λ =  3
ˆ 8.63368;λ =  the parameter 

estimators of the linear regression equation for normalized data 
are: 00̂ =b , 1.177021̂ =b , 2̂ 1.43269b = − , 1.183983̂ =b . 
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In the sixth iteration, for the data normalized by the Johnson 
four-variate transformation for SB family from 29 mobile apps, 
the matrix (4) is the following: 

 ( )















=++

00.2962.2365.18
62.2300.2985.24
65.1885.2400.29

X
T

X ZZ .  

In the sixth iteration, the value of SSR equals 4669.6 for (1), 
which is 42 times less than the corresponding sum in the first 
iteration. The R2, MMRE, and PRED(0.25) values equal 
respectively to 0.984, 0.103, and 0.862 for (1). These values of 
the standard metrics show good prediction results of the 
nonlinear regression model (1) constructed on the basis of the 
Johnson four-variate transformation for the SB family of the 
data set of the 29 mobile apps from Table 1. 

Note, in (1), the independent variables X1, X2, and X3 should 
be changed in the ranges from 2 to 12, from 2 to 12, and from 1 
to 9, respectively. 

III. COMPARISON OF REGRESSION MODELS 
For comparison of the model (1) with other models, we 

constructed a linear regression model and nonlinear regression 
models based on the univariate decimal logarithm 
transformation (Log10), the Box–Cox transformation, and the 
Johnson univariate transformation for the SB family for data of 
the 29 apps from Table I. The three-factor linear regression 
model based on the data from 29 apps has the form 

 ε++++=ε+= 3322110
ˆˆˆˆˆ XbXbXbbYY , (5) 

where 36.84840̂ =b , 31.30191̂ =b , 2̂ 43.4205b = − , 
50.59833̂ =b . 

The value of SSR equals 40908.4 for (5), which is almost 9 
times the corresponding amount for the model (1). The R2, 
MMRE, and PRED(0.25) values equal 0.857, 0.228, and 0.793 
respectively for (5). Although these values indicate good 
quality of the model (5) with estimates of the parameters 
obtained from 29 mobile apps (according to Table I), they are 
worse than the corresponding values for model (1) based on the 
Johnson four-variate transformation for SB family. 

The nonlinear regression model is built based on the Log10 
transformation for data of 29 apps from Table I in the form 

 3210
ˆ

3
ˆ

2
ˆ

1
ˆ

10 bbbb XXXY +ε= , (6) 

where 1.738980̂ =b , 1.66871̂ =b , 2̂ 2.1116b = − , 
1.301253̂ =b . 

The value of SSR equals 53624.7 for (6), which is more than 
11 times the corresponding amount for the model (1). The R2, 
MMRE, and PRED(0.25) values equal 0.812, 0.198, and 0.690 
respectively for (6). These values of the standard metrics are 
worse than the corresponding values for the model (1) based on 
the Johnson four-variate transformation for the SB family. 
Besides, the value of PRED(0.25) for (6) indicates the low 
percentage of prediction of the model (6). 

The nonlinear regression model is built based on the Box–
Cox univariate transformation for data of 29 apps in the form 

 ( )[ ] Y
YY ZY

λ
+ε+λ=

ˆ1
1ˆˆ , (7) 

where YẐ  is a prediction result by linear regression equation 

3322110
ˆˆˆˆˆ ZbZbZbbZY +++=  for normalized data, which are 

transformed using the Box–Cox univariate transformation [12] 

 ( ) ( )
( )





=λ

≠λλ−
=λ=

λ

.0if,ln

;0if,1

jj

jjj
jj

X

X
xZ

j

 (8) 

Here 1, 2, 3j = . The variable ZY is defined analogously (8) 
with the only difference that instead of jZ , jX , and jλ  there 

should be YZ , Y, and Yλ , respectively. 
The parameter of transformation (8) for each variable is 

estimated by the maximum likelihood method [13] 

 ( )λ=λ
λ

,maxargˆ Xl , (9) 

where the log-likelihood function is 

 ( ) ( ) ( )[ ] ( ) ( )∑∑
==

−λ+
λ−λ

−=λ
N

i
i

N

i

i x
N

xxNCXl
11

2
ln1ln

2
, .  

Here C is a constant, which is determined from the 

normalization condition; ( ) ( ) Nxx
N

i
i /

1
∑
=

λ=λ ; ( )λix  is the  

i-value of ( )jx λ  or Zj from (8). 
For the data set of the 29 mobile apps from Table I, the 

estimators for parameters of the Box–Cox univariate 
transformations for each of variables Y, X1, X2, and X3 using the 
maximum likelihood method (9) are 390.1038ˆ =λY , 

12.1000ˆ
1 =λ , 12.4637ˆ

2 =λ , and 9.5277ˆ
3 =λ , respectively. 

The parameter estimators of the linear regression equation for 
normalized data by the Box–Cox univariate transformation are 
as: 21.57340̂ =b , 16.08491̂ =b , 2̂ 26.0436b = − , 30.70213̂ =b . 
Parameters of the linear regression equation for normalized data 
were estimated by the least square method. 

The value of SSR equals 49743.2 for (7), which is more than 
10 times the corresponding amount for the model (1). The R2, 
MMRE, and PRED(0.25) values equal 0.826, 0.180, and 0.690 
respectively for (7). These values of the standard metrics are 
worse than the corresponding values for the model (1) based on 
the Johnson four-variate transformation for the SB family. 
Besides, the value of PRED(0.25) for (7) indicates the low 
percentage of prediction of this model (7). 

The three-factor nonlinear regression model is built based on 
the Johnson univariate transformation for the SB family for data 
of the 29 apps from Table I. This model is analogous to (1) with 
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the only difference that the data for each variable are 
normalized by the Johnson univariate transformation for the SB 
family using the maximum likelihood method [14] 

 ( )θθ
θ

,maxargˆ Xl= , (10) 

where { }λϕηγ= ,,,θ  is the parameter vector, the log-likelihood 
function is 

 

( ) ( ) ( ) ( )

( )

1
2

1 1

ln 2
, ln ln

2

1ln ln .
2

N

i
i

N N
i

i
i i i

N
l X N x

xx
x

=

= =

π
= ηλ − − −φ

 − φ
− φ+ λ − − γ + η φ + λ − 

∑

∑ ∑

θ

 

 

Here ix  is the i-value of Xj or Y from (2). 
For the data set of the 29 mobile apps from Table I the 

estimators for parameters of the Johnson univariate 
transformations for SB family for each of variables Y, X1, X2, and 
X3 using the maximum likelihood method (10) are: 

0.250621ˆ =γY , 0.147151ˆ1 =γ , 0.471451ˆ 2 =γ , 
0.605927ˆ3 =γ , 0.548155ˆ =ηY , 0.519404ˆ1 =η , 
0.558891ˆ 2 =η , 0.575457ˆ 3 =η , 21.1791ˆ =ϕY , 1.90ˆ1 =ϕ , 

1.90ˆ 2 =ϕ , 0.90ˆ 3 =ϕ , 367.078ˆ =λY , 10.2064ˆ
1 =λ , 

10.3804ˆ
2 =λ , 8.58177ˆ

3 =λ . The parameter estimators of the 
linear regression equation for normalized data by the Johnson 
univariate transformation for SB family are: 00̂ =b , 

1.197471̂ =b , 2̂ 1.43924b = − , 1.220713̂ =b .  
The value of SSR equals 39265.6 for (1) with the estimators 

for parameters of the Johnson univariate transformations for the 
SB family. This value of SSR is more than 8 times the 
corresponding amount for (1) with the estimators for parameters 
of the Johnson multivariate transformations for the SB family. 
The R2, MMRE, and PRED(0.25) values equal 0.863, 0.188, 
and 0.690 respectively for (1) with the estimators for parameters 
of the Johnson univariate transformations for SB family. These 
values of the standard metrics are worse than the corresponding 
values for the model (1) based on the Johnson four-variate 
transformation for the SB family. Besides, the value of 
PRED(0.25) for (1) with the estimators for parameters of the 
Johnson univariate transformations for the SB family indicates 
the low percentage of prediction of this model. Note, SSR, R2, 
MMRE, and PRED(0.25) values equal 9978.1, 0.965, 0.117, 
and 0.867 respectively for (1) with the estimators for parameters 
of the Johnson four-variate transformations for SB family from 
[8] for 30 mobile apps. This value of SSR is more than 2 times 
the corresponding amount for (1) with the estimators for 
parameters of the Johnson multivariate transformations for the 
SB family in the case of 29 apps. The values of R2 and MMRE 
are worse than the corresponding values for the model (1) based 
on the Johnson four-variate transformation for the SB family in 
the case of 29 apps. The values of PRED(0.25) are the same in 
both cases for 29 and 30 mobile apps. The model (1) based on 
the Johnson four-variate transformation for the SB family has 
smaller widths of confidence and prediction intervals compared 

to other models, including the one from [8]. The prediction 
intervals of nonlinear regressions are defined by (3). The 
confidence intervals of nonlinear regressions are calculated the 
same as (3) with the only difference that in the sum in curly 
brackets, there will not be 1. Prediction results Ŷ , lower (LB), 
and upper (UB) bounds of confidence intervals for the 
regressions are shown in Table II. The LB and UB values in 
Table II indicate the width of the nonlinear regression 
confidence interval based on the Johnson four-variate 
transformation, which is smaller than after the Johnson 
univariate transformation for 25 from 29 data rows (except four 
with numbers 13, 26, 33, and 37), smaller than after the Box–
Cox and decimal log transformations and smaller compared to 
the linear regression confidence interval width for all 29 data 
rows. Besides, two LB values for the linear regression 
confidence interval are negative. All LB values for the 
nonlinear regression confidence intervals are positive. The 
bounds of the linear regression confidence interval are 
symmetrical about the regression line. The bounds of the 
nonlinear regression confidence intervals are nonsymmetrical 
about the corresponding regression lines. 

We obtained almost the same results for the prediction 
intervals of regressions. Lower (LB) and upper (UB) bounds of 
prediction intervals for the regressions are shown in Table III. 
The LB and UB values in Table III indicate the width of the 
nonlinear regression prediction interval based on the Johnson 
four-variate transformation, which is smaller than after the 
Johnson univariate transformation for 28 out of 29 data rows 
(except one with number 33), smaller than after the Box–Cox 
and decimal log transformation and smaller compared to the 
linear regression prediction interval width for all 29 data rows. 
Besides, six LB values for the linear regression prediction 
interval are negative. All LB values for the nonlinear regression 
prediction intervals are positive. The bounds of the linear 
regression prediction interval are symmetrical about the 
regression line. The bounds of the nonlinear regression 
prediction intervals are nonsymmetrical about the 
corresponding regression lines. 

Better prediction results for the model (1) constructed by the 
Johnson four-variate transformation for SB family might be 
explained by the best multivariate normalization of the non-
Gaussian data set, which was used to build the model (1) based 
on this multivariate transformation. Multivariate normality was 
tested by SMD [15]. A condition of multivariate normality is 
only performed for the normalized data based on the Log10, and 
the Johnson four-variate transformation since for all 29 rows of 
the normalized data the SMD values are smaller than the value 
of the Chi-Square distribution quantile, which equals 11.14 for 
0.025 significance level. The measures of multivariate 
skewness 1β  and kurtosis 2β  [16] allow one to test two 
hypotheses that are compatible with the assumption of 
multivariate normality. In our case, for 29 apps 14.41 =β  and 

242 =β . The multivariate skewness and kurtosis estimators 
equal 9.89, 5.67, 6.23, 13.95, 6.45, and 28.01, 23.18, 23.83, 
34.82, 25.09 for the data of 29 mobile apps from Table I, the 
normalized data based on Log10, the Box–Cox, the Johnson 
univariate transformations and the Johnson four-variate 
transformation for SB family respectively. These estimator 
values indicate that the necessary but not sufficient condition 
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for multivariate normality is approximately performed for the 
normalized data based on the Log10, the Box–Cox univariate 
transformations, and the Johnson four-variate transformation 
for the SB family. 

Note, we can apply the model (1) to estimate the efforts Y (in 
person-hours) of mobile app development in the planning phase 
of the discovery stage depending on the number of screens X1, 
the number of functions X2, and the number of files X3, which 

should be changed in the ranges from 2 to 12, from 2 to 12 and 
from 1 to 9, respectively. If in (1) we substitute zero instead of 
the random variable ε , then using (1) we can estimate the 
sample mean of efforts. We can estimate the prediction intervals 
of the dependent random variable Y by (3). The confidence 
intervals of the sample mean of efforts could be defined using 
(3) with the only difference that in the sum in curly brackets, 
there will not be 1. 

TABLE II 
PREDICTION RESULTS, LOWER AND UPPER BOUNDS OF CONFIDENCE INTERVALS FOR REGRESSIONS 

No Y X1 X2 X3 
Linear regression Univariate transformations Johnson four-variate 

transformation Log10 Box–Cox Johnson 
Ŷ  LB UB Ŷ  LB UB Ŷ  LB UB Ŷ  LB UB Ŷ  LB UB 

1 192 5 4 3 171.5 151.8 191.2 182.6 161.1 206.9 191.4 169.7 214.0 168.8 130.3 210.9 177.8 170.1 185.6 
3 288 3 2 2 145.1 115.7 174.5 198.0 152.6 256.9 176.3 139.7 215.7 341.3 244.3 376.4 279.4 255.4 302.7 
4 116 6 6 4 166.5 149.4 183.7 151.5 135.1 169.9 178.1 159.1 197.8 152.9 116.7 194.0 148.8 141.6 156.3 
7 28 6 7 2 21.9 −21.7 65.5 44.1 34.2 56.8 42.6 19.1 71.5 40.7 29.6 64.4 42.6 34.7 51.2 
9 364 10 11 9 327.6 286.8 368.4 285.5 232.5 350.7 273.0 233.8 314.1 353.0 301.3 375.4 378.4 361.7 393.9 

10 120 10 10 5 168.7 130.6 206.7 163.7 137.8 194.6 190.9 160.2 223.3 162.4 106.2 228.4 145.1 132.4 158.4 
12 224 11 6 2 221.8 180.3 263.4 178.5 136.9 232.7 203.0 158.4 251.2 252.7 165.1 321.8 213.3 195.5 231.4 
13 24 2 2 1 63.2 34.5 92.0 39.5 31.6 49.5 34.5 16.4 56.6 26.9 23.2 37.2 30.1 23.3 37.7 
18 202 6 5 4 210.0 190.6 229.3 225.0 198.8 254.7 227.1 204.0 251.0 209.0 166.3 251.2 198.1 190.6 205.7 
19 145 4 3 2 133.0 110.6 155.4 136.1 117.1 158.1 144.2 122.2 167.2 128.5 93.4 171.8 159.6 150.2 169.3 
20 198 6 5 4 210.0 190.6 229.3 225.0 198.8 254.7 227.1 204.0 251.0 209.0 166.3 251.2 198.1 190.6 205.7 
21 146 4 3 2 133.0 110.6 155.4 136.1 117.1 158.1 144.2 122.2 167.2 128.5 93.4 171.8 159.6 150.2 169.3 
22 191 6 6 5 217.1 195.8 238.4 202.4 175.9 232.9 219.4 194.0 245.7 208.0 160.1 255.4 188.2 180.0 196.6 
23 99 3 3 2 101.7 77.6 125.8 82.2 70.2 96.2 103.1 82.4 125.3 75.5 53.7 108.2 104.0 96.3 112.0 
24 382 11 12 9 315.5 272.8 358.2 279.4 226.7 344.4 269.7 228.9 312.7 268.4 159.9 342.4 364.5 347.4 380.5 
25 270 9 10 8 289.1 254.1 324.2 250.5 206.5 303.8 252.3 216.7 289.6 293.9 229.4 338.5 260.2 245.7 274.7 
26 282 12 7 3 260.3 218.7 302.0 251.8 201.5 314.8 261.9 217.9 308.5 379.8 351.3 386.4 290.0 270.7 308.9 
27 213 10 5 2 234.0 195.3 272.7 224.2 172.2 292.0 225.4 180.8 273.2 232.0 160.1 296.3 222.4 206.2 238.8 
28 322 11 7 5 330.2 295.3 365.1 419.6 348.4 505.2 340.5 299.9 382.7 354.9 322.8 372.1 318.2 304.9 331.2 
29 290 10 6 4 291.7 259.5 324.0 371.2 307.1 448.8 311.5 273.0 351.7 315.6 272.1 345.6 280.9 268.2 293.3 
30 223 7 7 6 255.6 230.8 280.4 240.5 206.5 280.2 245.7 217.6 274.9 250.9 198.2 296.6 216.9 207.3 226.4 
31 241 5 5 6 279.8 240.9 318.7 276.6 223.9 341.8 267.2 225.8 310.7 272.6 204.8 324.1 245.5 233.0 258.0 
32 87 5 5 2 77.5 52.8 102.1 66.5 57.0 77.5 79.0 60.6 98.9 58.8 42.8 84.4 76.1 69.2 83.3 
33 36 3 3 1 51.1 24.2 78.0 33.4 26.8 41.6 21.5 6.4 41.7 23.7 21.9 29.3 29.3 23.8 35.4 
34 216 8 7 5 236.3 217.9 254.7 240.0 212.3 271.3 243.8 221.5 266.8 237.6 194.0 277.6 206.8 198.6 215.0 
35 67 5 6 2 34.0 −1.8 69.8 44.8 35.7 56.0 46.0 24.8 71.2 42.3 31.3 63.6 47.0 39.8 54.9 
36 115 7 7 3 103.8 75.0 132.6 97.8 84.0 113.9 122.0 100.5 144.9 92.7 64.9 132.1 99.6 91.0 108.6 
37 36 2 2 1 63.2 34.5 92.0 39.5 31.6 49.5 34.5 16.4 56.6 26.9 23.2 37.2 30.1 23.3 37.7 
38 98 3 3 2 101.7 77.6 125.8 82.2 70.2 96.2 103.1 82.4 125.3 75.5 53.7 108.2 104.0 96.3 112.0 

TABLE III 
LB AND UB OF PREDICTION INTERVALS FOR REGRESSION MODELS 

No 
Linear 

regression 
Univariate transformations Johnson 

four-variate No 
Linear 

regression 
Univariate transformations Johnson  

four-variate Log10 Box–Cox Johnson Log10 Box–Cox Johnson 
LB UB LB UB LB UB LB UB LB UB LB UB LB UB LB UB LB UB LB UB 

1 85.9 257.1 107.8 309.2 108.8 288.2 44.4 340.6 141.6 216.6 25 198.8 379.5 144.9 432.9 157.2 361.3 98.2 376.9 218.5 301.1 
3 56.8 233.5 111.5 351.7 92.0 277.1 136.9 384.7 233.6 323.2 26 167.2 353.5 144.1 440.2 162.5 375.8 290.2 387.7 246.7 331.1 
4 81.5 251.6 89.7 256.0 98.3 272.3 40.7 332.4 115.6 185.7 27 142.1 325.8 126.0 398.9 130.6 336.0 61.6 364.9 181.0 264.8 
7 −72.1 115.9 24.9 78.1 0.8 113.8 23.0 162.5 25.1 64.6 28 239.9 420.5 243.4 723.3 233.5 460.1 197.5 384.9 278.4 354.9 
9 234.9 420.4 164.5 495.7 174.0 385.7 181.8 385.1 342.2 409.2 29 202.4 381.1 215.0 640.8 208.3 427.6 124.4 379.7 239.9 320.2 

10 77.1 260.2 95.4 281.0 106.1 290.7 41.5 340.4 110.8 183.4 30 168.7 342.5 141.0 410.4 153.6 351.1 72.7 368.0 177.7 257.1 
12 128.7 314.9 100.3 317.6 111.4 311.3 68.2 370.7 171.7 256.4 31 187.9 371.8 159.0 481.3 168.2 380.3 82.6 373.3 204.6 286.3 
13 −24.9 151.3 22.6 69.1 - 99.8 21.7 79.7 15.4 49.1 32 −9.4 164.3 38.9 113.4 22.1 155.7 25.2 219.4 53.0 103.8 
18 124.4 295.5 132.9 381.0 138.7 328.8 56.0 356.2 160.4 237.1 33 −36.5 138.6 19.1 58.3 - 81.0 21.4 50.7 15.2 47.4 
19 46.7 219.3 79.8 232.0 70.0 234.2 35.6 317.2 124.7 197.8 34 151.0 321.6 141.8 406.2 153.3 347.3 67.3 364.3 168.5 246.6 
20 124.4 295.5 132.9 381.0 138.7 328.8 56.0 356.2 160.4 237.6 35 −56.6 124.7 25.6 78.3 2.5 116.4 23.2 166.8 29.0 69.6 
21 46.7 219.3 79.8 232.0 70.0 234.2 35.6 317.2 124.7 197.8 36 15.7 192.0 57.4 166.9 52.7 208.2 29.7 282.7 72.4 131.5 
22 131.1 303.1 119.0 344.2 131.6 320.8 55.3 356.3 151.1 227.6 37 −24.9 151.3 22.6 69.1 - 99.8 21.7 79.7 15.4 49.1 
23 15.0 188.4 48.1 140.4 38.6 185.6 27.3 256.1 76.4 136.2 38 15.0 188.4 48.1 140.4 38.6 185.6 27.3 256.1 76.4 136.2 
24 221.9 409.1 160.7 485.7 170.6 382.9 71.6 375.0 326.6 397.3            
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Note, we can apply other more simple regression models, for 

example, the model (6). But in this case, as a rule, the accuracy 
of the estimates will be lower. In particular, this is indicated by 
the widths of the confidence intervals of the regressions in 
Table III, which determine the accuracy of the estimate of the 
sample mean of efforts. 

We can also use the model (1) to estimate the efforts of the 
development of mobile apps with a development timeline of up 
to three months. These apps include basic (simple) apps in 
which there is no back-end or a network connection, data-driven 
apps, and partly, authentication apps (apps with login 
functionality) and social networking apps. 

IV. CONCLUSION 
We have improved the three-factor nonlinear regression 

model for evaluating the efforts of developing mobile apps in 
the planning phase based on the Johnson four-variate 
transformation for the SB family. This model, in comparison 
with other regression models (both linear and nonlinear), has a 
greater multiple coefficient of determination, a smaller value of 
the mean magnitude of relative error, a greater percentage of 
prediction, and smaller widths of the confidence and prediction 
intervals of the nonlinear regression. To construct nonlinear 
multiple regression models for evaluating the efforts of 
developing mobile apps in the planning phase, it is necessary to 
use multivariate normalizing transformations and outlier 
detection by prediction intervals. Prospects for further research 
may include the application of other data sets to build the 
multiple nonlinear regression models for estimating the efforts 
of developing mobile apps of a certain type that are created with 
a specific framework, for example, React Native. 
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