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San Pedro Zacatenco, Gustavo A. Madero, 07738 Mexico City, Mexico
e-mail: julio@clempner.name

This paper suggests a novel continuous-time robust extremum seeking algorithm for an unknown convex function con-
strained by a dynamical plant with uncertainties. The main idea of the proposed method is to develop a robust closed-loop
controller based on sliding modes where the sliding surface takes the trajectory around a zone of the optimal point. We
assume that the output of the plant is given by the states and a measure of the function. We show the stability and zone-
convergence of the proposed algorithm. In order to validate the proposed method, we present a numerical example.
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1. Introduction

Run-time optimization requires estimation of the gradient.
For solving this problem, we consider the synchronous
detection method (SDM) proposed by Armstrong (1914).
Raju and Rao (2009), Ulusoy et al. (2011), as
well as Montesinos-Garcı́a and Martı́nez-Guerra (2017)
employed this concept in communication systems,
modulation/demodulation signals and security. Jignesh
et al. (2013) use the SDM for satellite communications.

In the control and optimization arena, see the work
of Nana et al. (2012) for robust and optimal controllers,
and Liu et al. (2015), who presented a real-time control
and optimization framework for embedded systems.
Related work on building run-time robust optimization
framework algorithms and computational procedures has
been reported in the literature. In the robust optimization
systems area, Apkarian and Tuan (2000) proposed several
applications to local and global robust optimization
based on an LMI characterization considering additional
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algebraic constrains. Dimitrova and Krastanov (2009)
considered a nonlinear model of a biological wastewater
treatment process, based on two microbial populations
and two substrates. Ghadimi and Lan (2012) suggested
an optimal algorithm for stochastic strongly convex
optimization considering stochastic and probabilistic
uncertainties. An application to photovoltaic systems
which maximizes the power of the system is given
by Bazzi and Krein (2011). Zhang and Ordóñez
(2012) set forth a numerical optimization based approach
for extremum seeking control. Sahneh et al. (2012)
introduced a time-varying extremum point optimization
algorithm. Cassandras and Lin (2013) presented
an optimization approach for multi-agent persistent
monitoring systems with performance constraints.

For second order systems, qun Mei (2013) presented
an optimal control based on Fourier transform. Wang
et al. (2014) described an extremum seeking approach
with an accelerating convergence parameter. For unknown
maps, Mills and Krstic (2015) presented an algorithm to
obtain a derivative estimation employing an extremum
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seeking technique. Also, Sarkar et al. (2017) introduced
a robust and optimal controller based on sliding modes
for event triggered systems. Solis et al. (2018b)
proposed a continuous-time extremum seeking algorithm
with function measurements disturbed by a stochastic
noise. Solis et al. (2018a) suggested some advances
for constrained stochastic static maps optimization, and
presented a continuous-time optimization method for an
unknown convex function restricted to a dynamic plant
with an available output including a stochastic noise (Solis
et al., 2019).

To realize an effective on-line optimization,
controlling measurable output of an uncertain dynamic
plant, the sliding mode control (SMC) technique is
suggested to be applied in this paper. The advantages of
SMC approach being compared with other methods are
as follows:

• SMC technique does not require any exact
description of the dynamic model of the controlled
plant: neither the structure nor exact values of the
parameters are required, only some prior upper
estimate of the acceleration (ẍ) is used during the
controller designing process;

• the right-hand side of the dynamic equation may
also include an external bounded-noise perturbations
whose effect can be effectively dismissed by the
corresponding sliding-mode controller.

For the description of SMC theory, see the works
of Bartoszewicz and Leśniewski (2014), Davila and
Poznyak (2010), Eichfelder et al. (2017), Liu et al. (2018)
and Poznyak (2018). Perruquetti and Barbot (2002)
introduced basic theory and applications on SMC for
systems in engineering. Shtessel et al. (2014) suggested
a theoretical design of controllers and observers based
on sliding modes with some practical applications. Shi
et al. (2006) presented an interesting application of
the SMC to stochastic jump systems with repercussions
in engineering. Alnejaili et al. (2015) and Belkaid
et al. (2016) showed important applications of SMC to
renewable power systems and a solar panel with battery
storage.

The main contributions of the paper are as follows:

(i) a continuous-time robust extremum seeking
algorithm for a strongly convex functions are
suggested;

(ii) a wide class of unknown function which are twice
differentiable with a bounded Hessian is considered;

(iii) uncertain dynamic systems, which may include
bounded uncertainties are admitted to be considered
as an optimization instrument;

(iv) stability analysis is realized and zone-convergence of
the proposed algorithm is shown.

In order to validate the contribution of this paper, we
developed two numerical examples. The first example is
a generic dynamic system, and the second example is a
simplified optimal mechanical control system for a solar
panel.

The paper is organized as follows. The next section
presents the problem formulation. Section 3 suggests
the robust extremum seeking algorithm. We proved the
stability and the convergence of the proposed method in
Section 4. Section 5 presents the numerical examples
(generic plant and simplified mechanical control system
for a solar panel). Section 6 concludes the paper.

2. Problem formulation

Consider the problem of an approximate extremum
seeking of an unknown (but measurable) function by the
state variation of a second order dynamic plant, which
may contain both bounded uncertainties and disturbances
in the description of its model. Formally, it is formulated
as follows: Design a control u ∈ R

n based on the system
dynamics

⎧
⎪⎨

⎪⎩

ẋ1 = x2,

ẋ2 = g (x1,x2, t) + u,

y (·) = f (·) ,
(1)

which asymptotically tends to a small κ-neighborhood
(κ should be estimated) of the extremal point
x∗
1= argx1∈Rn minf (·) of the optimized function

f : Rn → R , namely,

x1 (t) −→
t→∞ Xκ := {x1 ∈ R

n | ‖x1 − x∗
1‖ ≤ κ} (2)

with the following assumptions:

1. x1, x2 ∈ R
n the known states of the plant and u ∈

R
n the input control;

2. g : Rn × R
n × R → R

n defined by g (x1,x2, t) is a
smooth function that represents the description of the
the dynamical plant with nonmodeled uncertainties,
which satisfies

‖g (x1,x2, t)‖ ≤ c0 + c1 ‖x1‖+ c2 ‖x2‖
for some known constants c0, c1, c2 > 0;

3. f : R
n → R is an unknown twice differentiable

strongly convex function such that h−I <
∇2f (x1) < h+I for some known constants
h+, h− > 0,

4. y (·) ∈ R
n is a measurable output signal about the

aforementioned function.
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The problem considers a continuous-time strongly
convex unknown function f (·) with bounded dynamical
constraints including uncertainties. We shall propose a
robust closed-loop controller that stabilizes the system
around an optimal convergence zone.

In the next section the method of on-line gradient
estimation, will be considered based only on function
measurements. The functionality of the suggested robust
extrema seeking method will be also discussed.

3. Robust extremum seeking

Let x be a R
n vector. We define sign(x) := [sign(xm)]m

with m ∈ �1, n�.
The suggested algorithm to solve the problem (1) is

as follows:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

D̂ = 1
αζty (x1 + αζt) ,

J̇o = β
(
D̂ − Jo

)

J̇ = β (Jo − J) ,

u = −μJ̇− Umax [c0 + c1 ‖x1‖
+c2 ‖x2‖] sign (μJ+ x2)

(3)

with the following assumptions:

(i) constants β, μ, α > 0 and Umax ≥ 1,

(ii) the auxiliary states D̂, J, J0 ∈ R
n,

(iii) the dither signal ζt is defined as follows:

ζt := [sin (ω0t) , sin (2ω0t) , . . . , sin (nω0t)]
ᵀ
, (4)

where ω0 > 0 is sufficiently large. The dither signal ζt
is defined as in (4) to satisfy the orthogonality properties
of the system and to obtain a correct representation for
the time-dependent functions. Figure 1 shows the block
structure of the proposed algorithm given in (3).

3.1. Gradient estimation. For simplicity, in this
section, we consider the time-dependent vector xt := x1

and we introduce the following definition and notation.

Definition 1. (Fourier transform) For a time-dependent
integrable real value function h (t), the Fourier transform,
denoted by h (t) (ω) in the frequency domain is given by

h (t) (ω) :=

∞∫

−∞
h (t) exp (−iωt) dt. (5)

Lemma 1. (Stade, 2005) For an integrable real-valued
function h (t) and for some constant ω0 > 0 we have that

sin (nω0t)h (t) (ω)

=
1

2i

(
h (t) (ω + nω0)− h (t) (ω − nω0)

)
, (6)

sin (nω0t) sin (mω0t)h (t) (ω)

=
1

4

(
h (t) (ω − (m− n)ω0)

+ h (t) (ω − (n−m)ω0)

− h (t) (ω − (n+m)ω0)

− h (t) (ω + (m+ n)ω0)
)
. (7)

In particular, we have that

sin2 (nω0t)h (t) (ω)

=
1

2
h (t) (ω)

− 1

4

(
h (t) (ω − 2nω0) + h (t) (ω + 2nω0)

)
. (8)

Notice that if Eqn. (6) for ω0 > 0 the spectrum
of h (t) is displaced ±ω0 around central frequency and
in (8) there is a spectral component around the origin.
This property will be used to separate the spectrum of the
gradient estimation signal from other components.

Definition 2. (Heaviside function) Let us define the
complex value Heaviside function as follows:

Heaviside (z) :=

{
1, � (z) > 0,

0, � (z) ≤ 0,

where � (z) is the real part of z ∈ C. This definition can
be extended to a vector form as follows: let z be a complex
vector in C

n; then Heaviside (z) := [Heaviside (zm)]m
for every entry m ∈ �1, n�.

Proposition 1. (Frequency analysis for the estimator) Let
xt be a time-dependent vector in R

n. Consider a func-
tion f (·) given in (1) which admits a Fourier transform
given by f (·) (ω). On the above assumptions, let ωd be
the bandwidth of the gradient∇f (·). Then for some small
α > 0 and a sufficiently large dither frequency ω0 of the
dither signal ζt, we have that

1

α
ζtf (xt + αζt) (ω) ·H (ω) =

1

2
∇f (εt) (ω) , (9)

where εt = atxt + (1− at) (xt + αζt) for some at ∈
[0, 1] and

H (ω) := Heaviside (ω + ωd)− Heaviside (ω − ωd)
(10)

with 0 < ωd 	 ω0.

Proof. Recall the mean value theorem:

f (xt + αζt)− f (xt) = (αζt)
ᵀ ∇f (εt) , (11)

where εt is given as in the formulation of the proposition.
Rewriting (11) and pre-multiplying it by 1

αζt, we obtain

1

α
ζtf (xt + αζt) =

1

α
ζtf (xt) + ζtζ

ᵀ
t ∇f (εt) .
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ẋ1 = x2

ẋ2 = g(x1, x2, t) + u

y(·) = f(·)
Plant model

Robust Seeking Algorithm

u = −μJ̇ − Umax[c0 + c1||x1||+ c2||x2||] sign (μJ + x2)

Control signal

J̇o = β(D̂ − Jo)

J̇ = β(Jo − J)

Second order filter

x1, x2, y(x1 + αζt)

Dither estimation

D̂ = 1
αζty

u

Fig. 1. Block diagram structure for the algorithm.

Apply the Fourier transform:

1

α
ζtf (xt + αζt) (ω)

=
1

α
ζtf (xt) (ω) + ζtζ

ᵀ
t ∇f (εt) (ω) .

This is an R
n vector for any entry m ∈ �1, n�. Then

applying (6) to entry m for the first sum we obtain

[
ζtf (xt) (ω)

]

m

=
1

2i

(
f (xt) (ω +mω0)− f (xt) (ω −mω0)

)
.

For the second sum we apply (7) and (8) to the entry m.
From the properties of the matrix multiplication we obtain

[
ζtζ

ᵀ
t ∇f (εt) (ω)

]

m

=
1

4

n∑

j=1

([
∇f (εt) (ω − (m− j)ω0)

]

j

+
[
∇f (εt) (ω − (j −m)ω0)

]

j

−
[
∇f (εt) (ω − (j +m)ω0)

]

j

−
[
∇f (εt) (ω + (m+ j)ω0)

]

j

)

.

Consider an ideal low pass filter with a transfer
function given by the Heaviside function Eqn. (10) with
ω0 
 ωd. Then the product of this Heaviside function
with the Fourier transform yields a cutting frequency
resultant and we obtain (9). �

Remark 1. Observe that (9) represents the freque-
ncy spectrum of the gradient ∇f (·) with some error
introduced by εt. Notice that H (ω) is a transfer function
for an ideal filter implying that it is not realizable. Then,
for practical considerations it is important to design a
low-pass filter with a flat response and a minimum phase
change in the output.

In order to illustrate the previous remark, calculate
the Taylor expansion of f (xt + αζt). Taking into account
(9), after some algebra we have that

∇f (εt) = ∇f (xt) + o
(
α2

)
.

Now, consider the realizable second order filter given by

{
J̇o = β

(
D̂ − Jo

)
,

J̇ = β (Jo − J) .
(12)

It is possible to analyze every entry as a transfer
function as follows:

[
J
]

m[
D̂
]

m

=
1

(
1
β iω + 1

)2 .

Then we have that

[
J
]

m
=

[
1
αζf (xt + αζt)

]

m
(ω)

(
1
β iω + 1

)2 .

Clearly, it is not possible to obtain an analytic inverse of
the Fourier transform. However, we can consider the limit
points to approximate the expression. Then, remembering
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Fig. 2. Bode diagram design.

that ∇f (·) is a limited bandwidth ωd, it is possible to
choose β > 0 such that for ω ≥ 0,

[
J
]

m

≈

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1
αζtf (xt + αζt) (ω)

·H (ω) , ω ≤ ωd 	 β 	 ω0,

0, ω 
 β,

Figure 2 illustrates a method to tune the filter, where
β is the cutting angular frequency. For practical purposes
it is common to use β = 10ωd = 0.1ω0. It is possible to
design high order filters different from the proposed filter,
but the delay group time increases implying a general
delay in the global system. Then the output of the filter
is as follows:

J = ∇f (xt) + o
(
α2

)
. (13)

3.2. Proof of stability and of convergence.

Lemma 2. (Surface stability) With the assumptions and
notation given in (1) and (3) the dynamics ẋ1 = −μJ is
stable in a κ-zone around the optimal point x∗

1, that is,

lim sup
t→∞

‖x∗
1 − x1 (t)‖ ≤ κ :=

h+

h2−

∣
∣o
(
α2

)∣
∣ . (14)

Proof. For notational simplicity we employ the following
symbols:

D := ∇f (x1) ,

H := ∇2f (x1) .

Consider the Lyapunov function

V := DᵀD.

Taking the time-derivative, we get

V̇ = 2DᵀHẋ1 = −2μDᵀHJ

and in view of J = D + o
(
α2

)
and by Eqn. (13) we have

V̇ = −2μDᵀHD − 2μDᵀHo
(
α2

)

≤ −2μh− ‖D‖2 + 2μh+ ‖D‖ ∣∣o (α2
)∣
∣ .

For some ε > 0 (by Λ-inequality)

V̇ ≤ −2μh− ‖D‖2 + μh+

(
ε ‖D‖2 + ε−1

∣
∣o
(
α4

)∣
∣
)

= −μ ‖D‖2 (2h− − h+ε) + μh+ε
−1

∣
∣o
(
α4

)∣
∣ .

Then, choosing 0 < ε < 2h−/h+ and renaming ρ :=
μ (2h− − h+ε) and ε0 := μh+ε

−1
∣
∣o
(
α4

)∣
∣, we have that

V̇ ≤ −ρV + ε0, (15)

implying

lim sup
t→∞

V ≤ ε0
ρ

=
h+

∣
∣o
(
α4

)∣
∣

(2h− − h+ε) ε
.

Notice that if we select ε = h−/h+, we obtain the
following minimum bound:

lim sup
t→∞

V ≤ h2
+

h2−

∣
∣o
(
α4

)∣
∣ .

Returning to the original notation, this implies

lim sup
t→∞

‖∇f (x1)‖ ≤ h+

h−

∣
∣o
(
α2

)∣
∣ .

Applying Cauchy’s mean value theorem to the gradient
and taking account of the fact that ∇f (x∗

1) = 0, we have

∇f (x1) = ∇2f ((c− 1)x1 + cx∗
1) (x

∗
1 − x1) ,

where c ∈ [0, 1]. Majoring by taking the norm and the
assumptions for f (·) yields (14). This completes the
proof. �

Remark 2. The following facts are easy to check:

(i) Substituting the value ε in ρ, we obtain ρ = μh−
(μ > 0) which controls the speed of convergence.
Now, for (15) it is possible to solve the inequality

V (t) ≤ ε0
μh−

+ V (0) exp(−μh−t).

(ii) If we choose a very small parameter α > 0, it
is possible to guarantee the convergence to a small
zone. It is important to note that the term D̂ can
present an undesirable numerical singularity.

Theorem 1. (Global stability and convergence) Under the
above assumptions the optimal seeking algorithm given in
(3) applied to the problem (1) satisfies the following:

(i) the dynamics σ := μJ+ x2 = 0 is stable,
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(ii) the global system reaches the sliding surface σ = 0
in finite time,

(iii) the global system is stable and converges to a zone
around the optimal point.

Proof. Let us consider the sliding surface σ ∈ R
n such

that
σ := μJ+ x2 = 0. (16)

By (1) and Lemma 2 we have that σ = μJ + ẋ1, which
is a stable surface, proving (i). Then, we can apply
sliding mode control theory to the problem. Considering
a Lyapunov-like function of the form

V (t) =
1

2
σᵀσ

and taking its time-derivative we have that

V̇ (t) = σᵀσ̇

= σᵀ
[
μJ̇+ g (x1,x2, t) + u

]
.

(17)

Select the control as u := −μJ̇ + u0. Suppose that for
[σ]m < 0 we need [u0]m > ‖[g (x1,x2, t)]m‖ and for
[σ]m > 0 we need [u0]m < −‖[g (x1,x2, t)]m‖, but

‖[g (x1,x2, t)]m‖ ≤ ‖g (x1,x2, t)‖
≤ c0 + c1 ‖x1‖+ c2 ‖x2‖ .

Then, choose the control law u0 as follows:

u0 = −Umax [c0 + c1 ‖x1‖+ c2 ‖x2‖] sign (σ)

for some Umax ≥ 1. Hence, the control signal is given by

u := −μJ̇− Umax [c0 + c1 ‖x1‖+ c2 ‖x2‖]
× sign (μJ+ x2) .

(18)

Substituting this result in (17) and applying the
triangle inequality, we get

V̇ (t) ≤ −Umax |σ| = −Umax

√
2V (t).

Now, by solving the ordinary differential inequality,
the reaching time to the sliding surface is bounded by

treach ≤ 1 +
√
Umax (Umax − 1)

Umax

√
2V (0)

proving (ii).
When the sliding surface is reached, the behavior of

the global system is given by the dynamics ẋ1 = −μJ
and by Lemma 2 it is possible to conclude (iii). �

Remark 3. (Practical selection of the parameters) In
Sections 3 and 4 we present the theoretical background
of the real-time optimal algorithm under conditions and
constraints presented in Section 2. In order to select the
parameters, we suggest the following:

1. Verify that the global plant satisfies approximately
the conditions given in Section 2.

2. Try to stabilize the plant choosing 0 < α < 1, 0 <
β < 10, 0 < μ < 2, 1 < Umax < 2, and 0 < c0,
0 < c1 and 0 < c2.

3. If the plant is stable then reduce the values for c0, c1
and c2 to decrease the input control signal, otherwise
increase these values.

4. To decrease the time of convergence, increase the
values 0 < μ and 1 < Umax such that the actuators
and the global system plant allows it.

5. To obtain the best convergence zone decrease the
values 0 < α and 0 < β taking care of avoiding
saturation of the numerical error given by 1/α in the
algorithm.

The next section demonstrates the effectiveness of
the suggested technique being applied to two examples:
one is a simple benchmark example and another deals with
the control of a solar panel.

4. Numerical examples

4.1. Example 1: A generic plant. Consider the plant
given by

⎧
⎪⎪⎨

⎪⎪⎩

ẋ1 = x2,

ẋ2 = η (t) + x2 +
x1

1 + x1
+ u,

y (x1) = cosh
(
1
5 (x1 − 15)

)
,

(19)

where η (t) := sin (t) is the disturbance in the state. Note
that

|g(x1, x2, t)| = |η (t) + x2 +
x1

1 + x1
|

≤ 1 + |x1|+ |x2|.

Then for our algorithm we select the following
parameters: α = 0.1, β = 10π, ω0 = 1000π, μ =
3, c0, c1, c2 = 1, Umax = 1.5.

The optimal point is x∗
1 = 15. Figure 3 show

the convergence of the state to the optimal point. The
optimization of the functional is presented in Fig. 4.
Finally, Figs. 5 and 6 show the control signal and the
reached sliding surface, respectively.

4.2. Example 2: A simplified mechanical control sys-
tem for a solar panel. Consider the problem of tracking
the position of the sun in order to expose a simple solar
panel to a maximum radiation at a given time. The main
goal of a solar tracking system is to obtain the best solar
panel orientation at a given time of the day. The solar
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Fig. 4. Optimization of the functional f (·).

panel is represented in Fig. 7 and its simplified dynamical
system given by

{
Iθ̈ + kθ̇ = τ + τη,

y(·) = v1 · v2,
(20)

where I is the rotational inertia of the solar panel, k a
viscous friction of the rotor, τ the motor torque, τη a
disturbance torque over the solar panel, θ the angle from
the horizontal plane, v1 and v2 are unitary vectors as in the
figure. Clearly y(·) is a dot product of two unitary vectors.
Then the minimum is −1 when the vectors are oriented in
opposite directions, that is, the maximum light intensity.
Note that

|g(x1, x2, t)| = | − k

I
x2 +

1

I
τη| ≤ 1

I
τη +

k

I
|x2|.

For simulation we choose I = 5, k = 0.5, τη = 1.
Choosing the parameters α = 0.1, β = 1/2, ω =

200, μ = 10, c0 = 1, c1 = 0, c2 = 1 y Umax = 1.5,
we can see that the functional tends to the minimum. In
Fig. 9 it is possible to see the real-time optimization of

Fig. 5. Control signal.

Fig. 6. Sliding surface.

the function, that is, the solar panel tends to follow the
maximum of the light. In Fig. 8 we emphasize the turning
around to the optimal angle of the solar panel. Finally,
Fig. 11 shows the reached sliding surface.

5. Conclusions

This paper presented a new continuous-time robust
extremum seeking algorithm for strongly unknown
(Hessian bounded) convex functionals constrained by
dynamic plants with bounded uncertainties. The outputs
of the plant are given by the states of the dynamical
and a measure of the functional. The mathematical
analysis of the stability and convergence of the method
was presented. The main advantages of the suggested
approach being compared with other methods are the
following:

• it does not require any exact description of the dy-
namic model of the controlled plant: neither the
structure nor exact values of the parameters are
required; only some a priory upper estimate of the
acceleration are used during the controller design
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process;

• the right-hand side of the dynamic equation may also
include an external bounded noise-perturbations
whose impact can be effectively dismissed by the
suggested sliding-mode based controller.

To validate the theoretical background, we presented
two numerical examples: (a) the first example consists
in a stabilization and optimization of a generic plant
considering a strongly convex functional, and (b) the
second example applied to a mechanical optimization
problem which tracks the position of the sun in order
to expose a solar panel to maximum radiation at any
given time. Both examples exhibited an optimal real-time
behavior. As a future work, we consider improving this
algorithm by including algebraic convex constraints and
stochastic noise.
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Bartoszewicz, A. and Leśniewski, P. (2014). An optimal
sliding mode congestion controller for connection-oriented
communication networks with lossy links, International
Journal of Applied Mathematics and Computer Science
24(1): 87–97, DOI: 10.2478/amcs-2014-0007.

Bazzi, A.M. and Krein, P.T. (2011). Concerning “Maximum
power point tracking for photovoltaic optimization using
ripple-based extremum seeking control”, IEEE Transac-
tions on Power Electronics 26(6): 1611–1612.

Belkaid, A., Colak, I. and Kayisli, K. (2016). Optimum control
strategy based on an equivalent sliding mode for solar
systems with battery storage, IEEE International Confer-
ence on Power Electronics and Motion Control (PEMC),
Varna, Bulgaria, pp. 1262–1268.

Cassandras, C.G. and Lin, X. (2013). Optimal control
of multi-agent persistent monitoring systems with



Robust extremum seeking for a second order uncertain plant using a sliding mode controller 711

0 50 100 150
time [s]

-0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

 (
)

Sliding surface

Fig. 11. Sliding surface convergence.

performance constraints, in D.C. Tarraf (Ed.), Control
of Cyber-Physical Systems, Lecture Notes in Control
and Information Sciences, Vol. 449, Springer, Cham,
pp. 281–299.

Davila, J. and Poznyak, A. (2010). Attracting ellipsoid method
application to designing of sliding mode controllers, 11th
International Workshop on Variable Structure Systems
(VSS), Mexico City, Mexico, pp. 83–88.

Dimitrova, N. and Krastanov, M. (2009). Nonlinear stabilizing
control of an uncertain bioprocess model, International
Journal of Applied Mathematics and Computer Science
19(3): 441–454, DOI: 10.2478/v10006-009-0036-0.
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Zhang, C. and Ordóñez, R. (2012). Extremum-seeking Control
and Applications, Springer, London.

Cesar U. Solis holds an MSc degree from the Department of Con-
trol Automatics at the Center for Research and Advanced Studies
(CINVESTAV-IPN), Mexico. He received his BSc in electronics en-
gineering from Metropolitan Autonomous University, Mexico. His re-
search is focused on control theory. He is currently a PhD student in
the Department of Control Automatics at the Center for Research and
Advanced Studies, majoring in control theory.

Julio B. Clempner holds a PhD in computer science from the Center
for Computing Research at National Polytechnic Institute. Dr. Clemp-
ner’s research interests are focused on game theory and economics. One
stream of research is the use of Markov decision processes. A second
stream is optimization using extremum seeking. A third stream is em-
ploying Petri nets. The final stream is related to optimization and Markov
chains. He is currently with Escuela Superior de Fı́sica y Matemáticas,
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