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Abstract. Behavioural biometrics provides an extra layer of security for
user authentication mechanisms. Among behavioural biometrics, mouse
dynamics provides a non-intrusive layer of security. In this paper we
propose a novel convolutional neural network for extracting the features
from the time series of users’ mouse movements. The effect of two prepro-
cessing methods on the performance of the proposed architecture were
evaluated. Different training types of the model, namely transfer learning
and training from scratch, were investigated. Results for both authenti-
cation and identification systems are reported. The Balabit public data
set was used for performance evaluation, however for transfer learning we
used the DFL data set. Comprehensive experimental evaluations suggest
that our model performed better than other deep learning models. In
addition, transfer learning contributed to the better performance of both
identification and authentication systems.
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1 Introduction

Behavioural biometrics provide an invisible layer of security for applications,
and continuously authenticates users by analyzing the user’s unique interac-
tions with their devices. Mouse dynamics is a kind of behavioural biometrics
which analyzes the users’ mouse movements and detects intruders.

Most of the previous studies in mouse dynamics used machine learning meth-
ods with handcrafted features. In this study we propose deep neural networks
that use raw mouse data, thus avoiding the typical feature extraction process.

Mouse data sets usually contain the following data about the mouse pointer:
time, (x,y) coordinates and other auxiliary information about the buttons
and the type of mouse event. When using handcrafted features in the feature
extraction process, one has to use the auxiliary information in order to segment
the raw data into meaningful mouse actions such as mouse movements or
drag and drop operations. In contrast, our proposed architecture uses the
raw data segmented into fixed-size units. Then, we used convolutional filters
for extracting relevant features from the raw data. Instead of using the raw
coordinates, we used directional velocities (dx/dt, dy/dt), which are not only
translation invariant, but produce significantly improved results.

Our contribution can be summarized as follows: (i) We proposed a new
one-dimensional convolutional network architecture. (ii) We evaluated the im-
pact on performance of two preprocessing methods for handling short mouse
movement sequences. (iii) We evaluated the impact of different model training
types. We compared transfer learning to training from scratch. These were
performed for biometric identification as well as for biometric authentication.
In addition, our research is reproducible: the data sets are publicly available
and the results can be replicated with the software available on GitHub'.

Following this section the most important research results in the field of
mouse dynamics biometric are summarized. The third section presents our
methods: data preprocessing, the architecture of our convolutional neural net-
work, and the ways in which transfer learning were applied in this study. This
is followed by a new section presenting the data sets, performance metrics,
measurement protocol, as well as the identification and authentication results.
The last section concludes the paper.
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2 Related works

Several behavioural biometrics are already implemented in operational authen-
tication systems. These methods are most often used to continuously verify
the user’s identity. On-line courses use keystroke dynamics to continuously
verify the identity of the registered users. While keystroke data may contain
sensitive personal information, such as names or passwords, mouse dynamics
do not contain sensitive data at all. In contrast to physiological biometrics
which require the usage of a special sensor by the user, usually behavioural
biometric data can be collected without the consent of the user.

One of the first studies regarding the performance of mouse dynamics au-
thentication was written by Gamboa and Fred [8]. They implemented a mem-
ory game as a web application and collected the mouse interactions of the
game users. Mouse interactions were segmented into so called mouse strokes
defined as mouse movements performed between successive clicks. A set of 63
handcrafted features were extracted from these strokes. The feature extraction
phase was followed by the learning phase which consisted of the estimation of
the probability density functions of each user interaction. The system perfor-
mance based on a sequence of 10 strokes was 11.8% EER (Equal Error Rate).
Unfortunately, this data set is not publicly available.

The first publicly available mouse data set was published in 2007 by Ahmed
and Traore [1], although this data set does not include raw data, but segmented
and processed data. The data set contains general computer usage mouse data
of 22 users, that is, users performed their daily work on their computers. Raw
mouse data was segmented into three types of action: PC - point and click:
mouse movement ending in a mouse click; MM - general mouse movement;
DD - drag and drop. Histogram-based features were extracted from sequences
of consecutive mouse actions. They reported on their data set of 22 users
2.46% EER using 2000 mouse actions for user authentication. The authors
extended their data set to 48 users and published a new study on continuous
authentication based on this extended data set [2].

Shen et al. published three papers in the topic of user authentication based
on mouse dynamics [10], [11], [12]. Two data sets were also collected, one for
static (57 subjects) and one for continuous user authentication (28 subjects)
through mouse dynamics. Several machine learning and anomaly detectors
were tested. Authentication performance having low equal error rates (below
1% EER) were obtained by using a large amount of mouse movement data
(e.g. 30 minutes).
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Zheng et al. also investigated the user authentication problem in their stud-
ies [13], [14]. They proposed some novel features such as angle based metrics.
They obtained 1.3% EER using a sequence of 20 mouse actions. Unfortunately,
their data sets containing general mouse usage data are also private.

Another study was conducted by Feher et al. [6]. They also collected their
own dataset containing data from 25 subjects. Their best performance was
8.53% EER using a sequence of 30 mouse actions. All these studies were based
on classical machine learning algorithms using some handcrafted feature sets.

The first study to use deep neural networks for mouse dynamics was pub-
lished by Chong et al. [5]. They investigated one and two-dimensional con-
volutional neural networks (CNN) for mouse dynamics. While 1D-CNN net-
work was trained by using the mouse movement trajectory’s time series, the
2D-CNN network was trained using images of mouse movement trajectories.
Despite the loss of time information in the case of 2D-CNN; this model out-
performed both 1D-CNN and SVM models using handcrafted features. They
extended their study [4] by considering Long Short-Term Memory (LSTM)
and hybrid CNN-LSTM networks as well. Among these models the 2D-CNN
model performed best resulting in a 0.96 average AUC (Area Under the Curve)
for the Balabit data set.

3 Methods

3.1 Data preprocessing

A mouse dynamics data set consists of several log files containing mouse events
with the following information: the x and y coordinates, the timestamp and
the type of event. Based on the type of event we distinguish mouse move,
mouse click, drag and drop and scroll actions. Usually a sequence of mouse
movement events is ended in a mouse click, but there are mouse movement
sequences without the ending click. A drag and drop operation performed by
a user results in a sequence of drag mouse events. All mouse events contain
the x and y coordinates of the mouse pointer with the exception of the mouse
scroll event. Therefore, scroll events were not considered.

Mouse events were segmented into sequences. A sequence was ended when
the time difference between two consecutive mouse events exceeded a thresh-
old. These sequences were segmented into fixed sized blocks. When the length
of the sequence is not a multiple of the block size we end up in a few shorter
sequences. These shorter sequences can be dropped or can be concatenated
to obtain full length blocks. Both cases were evaluated in our measurements.
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Figure 1: 1D-CNN architecture.

In order to obtain translation invariant mouse position sequences we decided
to use speed values (dx/dt,dy/dt) instead of absolute position coordinates
(%, y).

3.2 1D-CNN

One dimensional convolutional neural networks (1D-CNNs) are used for time
series modeling. As mouse movement sequences x(t),y(t) are one dimensional
time series, 1D-CNN models are well suited for modeling this type of signal.
Our 1D-CNN architecture can be seen in Figure 1.

A tower model was used with different kernel sizes, which helped the net-
work to learn input sequences on different time scales. We used the sigmoid
activation function and a dropout layer with 0.15 probability to avoid overfit-
ting. The network was trained in Keras [9] using the Adam optimizer (learning
rate: 0.002, decay: 0.0001, loss function: binary cross-entropy). 16 epochs were
used for training and a batch size of 32.

3.3 Transfer learning

Transfer learning is defined as reusing knowledge from previously learned tasks
for the learning of a new task. This method is very popular in computer vision
because it allows us to build accurate machine learning models faster. One
may use a pre-trained model (a model trained on a large benchmark data set)
instead of starting the learning process from scratch. In computer vision it is a
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common practice to use well-proven models from the published literature. This
means that both the architecture and the parameters of the model are reused.
In this study we used transfer learning in a slightly different way. As a first step
we developed our own model architecture. Thereafter we trained our model
on a large data set and saved the model. This pre-trained model was reused
for all the measurements performed on another data set. In conclusion, we
transferred only the representation learning that is the knowledge of extracting
the features.

4 Experiments

4.1 Data sets

In this study we used two public data sets: the Balabit Mouse Challenge data
set [7] and the DFL data set [3].

The Balabit Mouse Dynamics Challenge data set contains timing and posi-
tioning information of mouse pointers. As the authors of the data set state, it
can be used for evaluating the performance of user authentication and iden-
tification systems based on mouse dynamics. The data set contains mouse
dynamics data of 10 users, and is divided into training and test sessions where
the training sessions are much longer than the test sessions.

The DFL data set contains mouse dynamics data of 21 users (15 male and 6
female). The raw data format is similar to the Balabit data set therefore it con-
tains timing and positioning information of mouse pointers. A data collector
application was installed on the users’ computers which logged their mouse
dynamics data, therefore the acquisition of the data was uncontrolled. The
sessions of this data set are not divided into training and test sessions. The
details of the data set are available at: https://ms.sapientia.ro/~manyi/
DFL.html.

Table 1 shows the quantity of data available for training using the two types
of settings presented in the 3.1 section. The second column of the table shows
the number of blocks available for each user of the data set when we drop the
short sequences, and the third column contains the number of blocks in the
case of concatenating the shorter sequences into full-size blocks.

4.2 Performance metrics

Accuracy is defined as the proportion of correctly predicted labels among the
total number of testing samples. Although this is the most intuitive metric
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User Drop Concatenate

7 2457 3119
9 2408 3081
12 459 1800
15 385 1098
16 871 1716
20 1269 1928
21 449 894
23 345 889
29 324 933
35 217 695

Table 1: Number of blocks for each user of the Balabit data set. Each block
contains 128 mouse events.

when measuring the performance of a classifier, it is not always the best choice,
e.g. when the data set is highly imbalanced. A commonly used metric when
measuring the performance of biometric systems is the Receiver Operating
Characteristics (ROC) curve. This curve plots the true positive ratio (TPR)
against the false positive ratio (FPR), and the area under the curve (ROC
AUC) is often used to compare the performances of different biometric systems.

4.3 Measurement protocol

As the acquisition of the DFL data set was uncontrolled, we decided to use
this data set only for representation learning, which means that this data set
was used to initialize the weights of our models (e.g. convolution kernels).

We evaluated both identification and authentication biometric systems. While
the identification is a multi-class classification problem, authentication is a bi-
nary classification problem.

As described in section 3.1 mouse dynamics data was segmented into fixed
sized blocks. There are big differences between users in terms of data volume.
The user having the most data has ten times as much data as the user with
the least data. Based on the amount of data used for the measurement, two
types of measurements were made: (i) measurement using 300 blocks from
each user — 300; (ii) measurement using all blocks of data form each user —
ALL. While the first type is a class-balanced measurement, the second is a
class-imbalanced measurement.
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From the point of view of training the models, we distinguish three cases: (i)
models trained from scratch using the training data from the Balabit data set
— PLAIN models; (ii) models using the transfer learning - the models were pre-
trained on the DFL data set - TRANSFERT models; (iii) models initialised with
transfer learning, then updating the weights using the training data from the
Balabit data set -TRANSFER2. This case is similar to the PLAIN one. While
in the first case we start with random weights, here we adjust the weights
obtained from the TRANSFERT model.

In the case of the identification measurements, we trained a single classifier
using the training data (balanced - using the same number of blocks from each
user or imbalanced using all the available data from each user), then we used
the same number of test data from each user for computing the evaluation
metrics.

In the case of the authentication measurements, we trained a separate model
to each user using the same number of positive and negative data. In the first
case (300), we took 300 positive blocks of data from a given user, then the
same number of negative data was selected from the remaining users. The only
user not having 300 blocks of data is user35 (see Table 1). In order to increase
the number of training examples we used data augmentation. We added a
random noise drawn from a uniform distribution in the range [—e¢, €] to each
signal (we used € = 0.2). Data augmentation was performed independently on
x(t) and y(t) signals. In the second case (ALL), we considered all the positive
data available from a given user, then the same number of negative data was
selected from the remaining users.

Regardless of the measurement type we always separated 70 blocks of data
from each user for evaluating the model. Therefore, all types of training were
evaluated using the same amount of test data.

We used a single pre-trained model for transfer learning. This model was
trained on the DFL data set. Therefore, we transferred the learned data rep-
resentation from one data set to another.

All the evaluations were performed in Python 3.6.8 (Anaconda distribution)
using Keras [9].

4.4 Results
4.4.1 Biometric identification

The effect of using a class-balanced subset (300 blocks/class) for evaluation
compared to using all the available data is shown in Table 2. We evaluated
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three types of models: PLAIN, TRANSFER1 and TRANSFER2. First of all,
it can be seen that using all data resulted in lower performances than using a
class-balanced subset of the available data. Secondly, we see that using transfer
learning with frozen weights (TRANSFERI - data representation was learned
using another data set), resulted in much poorer identification rate than train-
ing the model from scratch. Thirdly, as we expected, the pre-trained model
with updated weights (TRANSFER?2) resulted in the best identification accu-
racies.

Number of blocks PLAIN TRANSFER1 TRANSFER2
300 0.63 0.50 0.66
ALL 0.55 0.34 0.62

Table 2: Identification results in terms of accuracy. Class-balanced subset vs.
all data.

The results shown in the Table 2 were obtained using full sized mouse events
blocks by dropping the shorter mouse event sequences (see subsection 3.1).
The measurements were repeated for the other case where the training data
included concatenations of shorter series. Table 3 shows the comparative re-
sults for the two cases.

Preprocessing PLAIN TRANSFER1 TRANSFER2
Drop 0.55 0.34 0.62
Concatenate 0.57 0.37 0.61

Table 3: Identification results in terms of accuracy using all data. Preprocessing
type: concatenate vs. drop.

4.4.2 Biometric authentication

Tables 4 and 5 show the results of different authentication measurements in
terms of accuracy and AUC respectively. Each performance is reported us-
ing the average performance value and in parenthesis the standard deviation.
We can observe that there is no significant difference between PLAIN and
TRANSFER2 results. This suggests that transfer learning does not significantly
improve system performance. We can also notice that using a pre-trained
model without updating the weights for the new data set (TRANSFERT) results
in lower performance than training the model from scratch (PLAIN).
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We should also notice that using all the available positive data for training
(ALL) the models resulted in better performances for all types of training (see
Figure 2). Not only are the average AUC values higher but the standard devi-
ations are much more lower. This means that there are negligible differences
in performance between users.

Number of blocks ~ PLAIN  TRANSFERI TRANSFER2
300 0.86 (0.10)  0.80 (0.11) 0.87 (0.10)
ALL 0.93 (0.04)  0.79 (0.10) 0.93 (0.04)

Table 4: Authentication results in terms of accuracy. 300 vs. all data.

Number of blocks  PLAIN  TRANSFER1I TRANSFER2
300 0.92 (0.09)  0.86 (0.10) 0.93 (0.09)
ALL 0.98 (0.02)  0.87 (0.11) 0.98 (0.01)

Table 5: Authentication results in terms of AUC. 300 vs. all data.

We compared our best results with other results obtained on the Balabit
data set using approximately the same size of mouse sequences for predicting
the authenticity of the users. The comparison is shown in Table 6. It can
be seen that our model has brought a significant improvement compared to
Chong et al.’s [4] 1D-CNN model, moreover it is better than their optimized
2D-CNN model performance.

Paper Model type Average AUC
Chong, 2018 [5] SVM 0.87
Chong, 2019 [4] 1D-CNN 0.90
Chong, 2019 [4]  2D-CNN 0.96

This 1D-CNN 0.98

Table 6: Comparison of authentication systems’ performances on the Balabit
data set.

5 Conclusions

In this study we proposed a novel 1D-CNN model for user authentication based
on mouse dynamics. The advantage of our model over the classical machine
learning model is that there is no longer need for ad-hoc features; the model is
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Figure 2: Authentication results for the Balabit dataset. Training data: 300 vs.
all. Training methods: PLAIN, TRANSFERI1, TRANSFER2. Each box shows
the distribution of users’s performances (AUC) using the given training data
and method.

able to learn the features from raw data. However, we also demonstrated that
transfer learning or learning the data representation on an independent large
data set could improve the performance of the authentication system. The
results show that our 1D-CNN model performs better than the other CNN
models proposed for the same task.
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