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Abstract. Most typical data mining techniques are developed based on
training the batch data which makes the task of mining the data stream
represent a significant challenge. On the other hand, providing a mecha-
nism to perform data mining operations without revealing the patient’s
identity has increasing importance in the data mining field. In this work,
a classification model with differential privacy is proposed for mining the
medical data stream using Adaptive Random Forest (ARF). The exper-
imental results of applying the proposed model on four medical datasets
show that ARF mostly has a more stable performance over the other six
techniques.

1 Introduction

A series of researches and projects in medical science, and information tech-
nology (IT) are starting a relationship between the healthcare industry and
the IT industry that rapidly leads to a better and interactive relation among
patients, their doctors, and health institutions. Data mining has a significant
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role in medical data processing and analysis that mostly aims to predict the
possibility of diseases or diagnose them [11]. One of the most remarkable
challenges facing data mining is privacy preservation.

Privacy is an important component of medical data processing, as many
health institutions refrain from providing this data to the public, due to the
fear of compromising patient privacy. Therefore, providing a mechanism to
carry out data mining operations, without revealing the patient’s identity has
recently taken place in the interest of researchers.

1.1 Problem statement

Privacy can be provided using many techniques that aim mostly to make a data
modification to hide the identity of the objects in data and enable performing
the mining operations on the data stream. This modification may destroy
the distribution of the data, hence, the effectiveness of data will weaken for
data mining techniques. Therefore, the combination of privacy and utility of
the data for the mining process represents an interesting challenge. On the
other hand, stream data mining techniques are characterized by fast response
and ability to adapt to change in data distribution, while privacy-preserving
techniques can cause delays in response time or/and difficulty in detecting the
drift, which can lead to failure to adapt the mining model properly.

Also, the differential privacy-preserving technique performs data modifica-
tion in which the average of added noise values for an attribute equal to zero,
and that keeps the overall distribution of the data of this attribute. On the
other hand, with a data stream, this can not be applicable because only some
data instances in a specific time moment are available, which represents an-
other challenge.

Therefore, the mining stream privacy-preserving model should satisfy the
following conditions:

1. Data modification should be performed in which the presence or absence
of any data element doesn’t affect the statistics of the query. This condi-
tion aims to make any attacker can’t ensure if any identity contributes
to the data or not.

2. The modification should preserve the distribution changes in the stream
samples to avoid decreasing classification accuracy.

3. Modification time should be fast as much as possible to avoid the re-
sponse delay of the stream mining technique.

This work aims to design and implements a data stream classification model
that satisfies these conditions. It should be capable of building a classifier
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based on modified data to maintain privacy with minimal impact on response
time and classification accuracy.

1.2 Related works

Chaudhuri et al. [5] addressed the tradeoff between privacy and learnability
by focusing on privacy-preserving logistic regression. Their work involved dis-
turbing the classifier with noise proportional to the sensitivity. They claimed
that their technique didn’t depend on the sensitivity of the function, and can
be extended to a class of convex loss functions. Kadampur et al. [12] applied
noise addition after building the decision tree from data in which for each
path from the root to a leaf the noise values were added to the attributes
of that path. Although the capability of handling categorical and numerical
attributes, the classification accuracy was degraded after applying their model
with three datasets.

Dwork et al. [7] constructed a privacy-preserving synopses using boosting
for a set of queries over an input database, their algorithm obtains a synop-
sis that is good for all of these sets in which the privacy is guaranteed for
the rows of the database while boosting is performed on the queries. They
also provided synopsis generators for arbitrary sets of arbitrary low sensitivity
queries. Vaidya et al. [20] utilized a random decision tree and random encryp-
tion to develop a distributed data mining framework with privacy-preserving.
Their model had slower performance compared to a non privacy-preserving
version though the accuracy exactly the same.

Two approaches from a combination of quasi-identifier and sensitive at-
tribute (equal and unequal) were proposed by Bhaladhare et al. [3]. To mini-
mize information loss that happened as a result of applying privacy-preserving,
their model utilized systematic clustering for clusters generation. Although the
loss of information and the execution time was better compared with Greedy
k-member and Systematic clustering algorithms, their model had a moderate
level of data utility. Homomorphic encryption scheme with cloud-aided associa-
tion rule mining proposed by Li et al. [14] to achieve privacy-preserving with
frequent itemset mining. According to their experiment results using many
data sets, the model had fewer information leaks but higher computational
time. Wang et al. [21] proposed a randomized response based approach for
privacy-preserving in data collection. The implementation of their approach
using data of patients showed less utility loss than the standard Laplace ap-
proach.
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A distributed framework for preserving privacy using clustering in Hadoop
was proposed by Nayahi et al. [16]. It used Hadoop Distributed File System
and tried to overcome some attacks such as similarity attacks. The computa-
tional time of their model increased as the number of clusters increased, and
they claimed that their algorithms were highly scalable with the size of the
data set. Zhang et al. [22] used two mechanisms of noise: Laplace and expo-
nential for providing privacy. They utilized lower noise sensitivity to avoid a
high impact on split point choosing. They applied the proposed model on only
one dataset, and the results showed more stability in classification accuracy
compared with three other algorithms.

Beck et al. [19] proposed a data analytics system for privacy-preserving of
a data stream, it provided zero-knowledge privacy guarantee for users, a data
analysts interface to explore the output accuracy with the query execution
budget, and a close real-time stream processing based on a scalable distributed
architecture. Manikandanet al. [15] utilized a code-based threshold scheme
with fuzzy c-means clustering for creating distributed privacy-preserving.

Table 1 summarizes the characteristics of those related works which have
been mentioned in this section. Most of the related works mentioned in Table
1 were involving classification tasks and only one of them was working with
stream data. This points to the lack of research works in privacy preservation
for stream data mining. Also, those classification works were mostly lacking in
utilizing ensemble classifiers which have a preferable performance with real-
world datasets.

This paper is an extension to our paper [8], the extension utilizes the ro-
bustness of Adaptive Random Forest (ARF) ensemble classifier against small
changes in the distribution of stream data, and build a classification model
with the ability of privacy-preserving using Laplace distribution instead of
normal distribution. The extension includes mentioning and analysis for addi-
tional related works, also the evaluation of the proposed model including one
addition algorithm, two new datasets, a different range of noise values that
added to the data, and a new comparison for distribution changes and adap-
tive window sizes. The implementation of the proposed model in this extension
produces 364 experiments and confirms the better performance of ARF.
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Article Data Mining
Tech.

Dataset Privacy Pre-
serving Tech-
nique

Advantages Disadvantages

Chaudhuri
et al. [5]

Logistic Re-
gression

Artificial
Dataset

Differential Pri-
vacy

Sensitivity Inde-
pendent

Only Simulation
Results

Kadampur
et al. [12]

Decision
Tree

Boston
Housing
Price,Census
Income,Car
Evaluation

Noise Addition Handle Categorical
and Numerical
Data Types

Less Accuracy than
Original Classifier

Dwork et al.
[7]

Boosting - Differential Pri-
vacy

Stronger Bounds
on Expected Pri-
vacy Loss

No Experiment on
Real Datasets

Vaidya et al.
[20]

Random De-
cision Tree

Mushroom,
Nursery,
Image Seg-
mentation,
and Car

Random En-
cryption

Fast Distributed
Mining with Same
Accuracy

Slower than Non
Privacy-preserving
Version

Bhaladhare
et al. [3]

Systematic
Clustering

Benchmark
Adult

Combination of
Quasi-identifier
and Sensitive
Attribute

Lesser Information
Loss

Moderate Level of
Data Utility

Li et al. [14] Frequent
Itemset

Retail and
Pumsb
Datasets

Vertically
Partitioned
Databases

Leak Less Informa-
tion

Slower than Algo-
rithms with Low
Privacy Levels.

Wang et al.
[21]

Data Collec-
tion

YesiWell Randomized
Response

Fewer Utility Loss
with High Sensitiv-
ity of Functions

Depending on Only
One Dataset

Nayahi et al.
[16]

J48 , Naive
Bayes , K-
NN

Benchmark
Adult d

K-
anonymization

Scalability on In-
creasing Dataset
Size

Time Increasing
when Number of
Clusters Increasing

Zhang et al.
[22]

Decision
Tree

Census In-
come

Laplace and Ex-
ponential Noise

More Stable Accu-
racy

Depending on Only
One Dataset

Beck et al.
[19]

Sampling NYC Taxi
Ride,Household
Electricity
Consump-
tion

Randomized
Response

Distributed Real-
time Stream
Processing

Accuracy Loss
doesn’t Always De-
crease when Second
Randomization Pa-
rameter Increases

Manikandan
et al. [15]

Fuzzy C-
Means

Plant Cell
Signaling

Code Based
Technique with
Threshold Esti-
mation

Less Number of
Iterations and No
Cross Trust is
Required

Focus Only on Effi-
ciency

Table 1: Comparison of some research works on privacy-preserving data mining
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2 Basic concepts in stream data mining

2.1 Data stream constraints

Unlike with batch data, stream data faces many constraints as follow: (1)
infinite arrival of data samples make storing them impossible, (2) the fast
arrival of data samples requires dealing with each sample in real-time, (3)
the possibility of changing items’ distribution overtime in which the old data
would be useless for the current status. Generally, the perfect classification
model should produce maximum accuracy in the fastest time and minimum
computational resources [2].

2.2 Concept drift

Concept drift refers to that the data is being gathered may change from time to
time, every time according to some minimum persistence. Changes may occur
during the time in which the old training examples become irrelevant to the
current state, and the learning system should forget such kind of information.
There are two important issues related to the change: causes of change and
the rate of change [9].

2.3 Adaptive sliding window (ADWIN)

It is an estimation technique that aims at detecting the change in a data stream
based on a sliding window with adaptive size. It has a qualified and significant
method for tracking the average of bits in the stream. In this technique, the
length of windows is not updated as long as the average value inside the
window doesn’t change [9].

2.4 Hoeffding tree

Hoeffding Tree or Very Fast Decision Tree (VFDT) is a variation from the
typical decision tree designed for stream data. The learning of these techniques
depends on replacing leaves of the tree with decision nodes. Each terminal node
(leaf) in the tree stores enough information statistics about features values that
are used by a heuristic function to perform a splitting test. After reaching a
new data instance, it transfers starting from the root until reaching a specific
leaf node. At this point, the statistics information then is evaluated and a new
decision node may be created based on this evaluation [9]. It is very popular to
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utilize VFDT as a base learner for the ensemble classification model, thereby,
the ensemble techniques in this work used VFDT as well.

VFDT depends on the concept of Hoeffding Bound [9] which states that
the probability of the difference between the expected value and the actual
value of the mean of data elements to be more than ε value shouldn’t exceed
a specific small value as follows: let F1, F2, . . . , Fn be an independent random
variable and each Fi is bounded in which

P (Fi ∈ R = [xi, yi]) = 1. (1)

Let

H =
1

n

n∑
i=1

Fi

with expected value E(H). Then for any ε> 0,

P[H− E[H] > ε] ≤ e−
2n2ε2

R2 . (2)

2.5 Adaptive random forest

Models based on a single classifier have some weakness points, such as model
instability which means any slight changes in data may make a change in
the structure of the tree classifier. To overcome that, ensemble methods have
been developed which combine many weak classifiers [13, 1]. Ensembles have
more power predictive performance than a single tree, so they became general
techniques for both classification tasks and numeric prediction [17, 13]. The
methodology of an ensemble model is to combine a set of single models, each
one tries to solve the same original task, aiming to obtain a better integrated
global model [10]. Two points should be taken into account when using en-
sembles: (i) the size of an ensemble (ii) the mechanism of combination among
the results of trees [23]. Many techniques are developed for ensemble models
such as bagging, boosting, and stacking. Bagging combines the decisions of
multiple trees by using the voting concept for binary (and multi) class predic-
tive tasks, and for a numerical predictive task, bagging calculates the average.
A popular example of bagging techniques is the random forest [1].

Ensemble modeling aims at building a strong accumulative classifier from
many weak classifiers. Adaptive Random Forest is a variation from the typical
random forest algorithm for data stream mining tasks. The main idea is to
utilize Hoeffding trees, which have the ability to adapt to distribution changes,
as the base classifier for the bagging ensemble method [2]. For detecting the
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change in a data stream, ADWIN is used in these techniques. It depends
on Online Bagging as a resampling method and a drift monitor for change
detection per each tree [2].

2.6 Differential privacy

Differential privacy aims at learning information about the whole data while
preserving the privacy of each data sample. The differential privacy model
assumes that although the availability of the knowledge about all data records
except one, the adversary is not be able to extract the information of that
record. It can be resistant to background attack in comparison with other
privacy models, also, privacy guarantee of differential privacy is provable [24].

In general, the system with differential privacy should have the same per-
formance without any consideration for to presence or absence of any data
sample, and this can be performed by keeping the probability distribution of
data [7]. According to [5], differential privacy can be provided using a ran-
domized mechanism RM if for all databases DB1 and DB2 that differ by one
element for any t,

P[RM(DB1) = t]

P[RM(DB2) = t]
≤ eε (3)

The privacy guarantee level of the differential privacy model is controlled by
the parameter ε which represents the privacy budget. Sensitivity is another
aspect related to differential privacy, it indicates the required amount of per-
turbation for this mechanism by calibrating the volume of noise. There are two
types of sensitivity used in differential privacy: (i) global sensitivity represents
the largest value for the difference between results of the query on different
related datasets, (ii) local sensitivity concern with calibrating the difference
between query results based on records. Queries with relatively low values are
preferable with global sensitivity [24].

3 Methodology

The main aim of this work is to design and implement a classification model for
stream data based on adaptive random forest, including differential privacy.
Thereby, there are two main stages; the first one is to apply some of the
preprocessing procedures to prepare the medical data for the mining task.
The second stage is to build an ensemble classifier which includes many very
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fast decision trees, and finally compare the performance based on streaming
real batch datasets. Figure 1 illustrates all the steps of our work.

Figure 1: The classification model with ε-differential privacy for medical data
stream

3.1 Stage one: data preprocessing

The first stage concerns with preparing and generating a new dataset from the
original one by using features transformation, normalization, and the white
noise concept. This stage can be described as following steps:

3.1.1 Categorical to numerical transformation

To add the noise values to the data, features should be in a numeric form. So, in
this step, every Categorical (Textual values) was converted to numerical values.
For binary features values like (Yes, No), the simplest coding is used and the
values became (1,0). For multiple values (more than two values), frequency of
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each distinct value (1..N) for each feature was calculated. After that coding
was used in which the most frequent distinct textual value converted to N and
least frequent converted to 1.

3.1.2 Data normalization

The range of feature values can be different, such as age has values between 1 -
150 while the yearly income can be between (1-10000000). For that, we need to
apply normalization to prevent any dominant from one of the features during
statistical calculation that performed during classifier building. The new range
for all feature values were between -1 and 1 in which for each feature f:

f(i) = 2
f(i) −minf

maxf−minf
− 1 (4)

3.1.3 ε-Differential noise generation

For each data set, noise value was added in which the mean of those values for
each feature is zero. The standard deviation (STD) represents the intensity of
the noise and the gradual increase of it will be used in the proposed model to
investigate the suitable value for the input data. The random values should
satisfy the condition of the random mechanism Eq. (3). To obtain these noise
values, Laplace Mechanism as presented in [24] was utilized in which the
values were generated from the Laplace distribution, which has zero center
and scale q. Large q value produces a higher noise value z as the following:

Lab (z) =
1

2q
exp

(
−|z|

q

)
. (5)

3.2 Stage two: building ensemble model

In this stage, we utilized online Bagging of K base classifier [18], each base
classifier built using Hoeffding Tree as presented by [6] . The stage started
with setting the size of ARF ensemble model, then number of data subsets
produced from resampling the data sample that resulted from the previous
stage. The number of subsets was equal to the number of base classifiers, each
subset was used to train a Hoeffding Tree classifier, and finally, voting among
all base classifiers was used to classify each data element.
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3.2.1 Initializing the size of ensemble model

While Online Bagging was used for ensemble model building, the size of this
model i.e. the number of base classifiers was a user-defined parameter that
needs its value before the building operation started. The importance of this
parameter comes from it represents a stopping condition for each learning step,
which is related to the complexity of required computational resources. The
value of this parameter in the proposed model prefers to be in low range value
(around 10 base classifier) for the following reasons:

1. Stream mining classifier is expected to have a fast response in learning
and classifying process as a stream element reach continuously.

2. The number of data rows in each data sample inside the current window
is relatively low, thereby, the resampling step in Online Bagging doesn’t
need for large ensemble model for preserving the diversity of each base
classifier.

3.2.2 Ensemble model building

In online Bagging, any new data sample was chosen according to a Poisson(1)
distribution. The classification decision of the ensemble bagging model is based
on the voting of all K base classifiers with equal weight for all of them. It gives
every new data example an initial weight w=1, then it is passed to the first
weak learner. If this data example is misclassified, it’s weight is increased
before passing it to the next weak learner. The base learner in our comparison
was Hoeffding Tree classifier and the size of the ensemble that used was ten
learners. Adaptive Random forest was built depending on [4] which utilized
Online Bagging’s resampling method but the difference was in the adaptive
method.

3.2.3 Hoeffding tree classifier building

It includes two types of nodes: internal (or decision) and terminal ( or leaf)
nodes. Each terminal node in the tree stores enough statistical information
about features values. This information is used by a heuristic function to per-
form a splitting test. After reaching a new data instance, it transfers starting
from the first node (root) until reaching a specific leaf node. In this point, if
the class value of new instance isn’t seen before, the instance then is classified
according to the majority class of the current leaf node, otherwise, the statis-
tics information is evaluated and a new decision node may be created based
on this evaluation.
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The evaluation includes computing the gain for all features in all possible
split points. For each split point, the impurity of class distribution of the
current node and the possible child nodes will be computed using Entropy,
according to the following equation, for node a:

Entropy(a) = −

c−1∑
i=0

p (i|a) log2p (i|a) , (6)

where c refers to the number of classes. The difference between the Entropy
of the current node and the average of Entropy of its possible child nodes
after splitting represents the gain of that splitting operation. A splitting that
produces a more homogeneous class distribution i.e. higher gain is preferable.
Hoeffding bound computes using Eq. (2), and if the difference between the
highest two features is more than Hoeffding bound value, the current leaf node
will replace by an internal decision node depending on the highest feature, also,
for each split branch of this new node, a new empty leaf node will be added.
Algorithm 1 summarizes all the steps of the proposed model.

4 Implementation and experimental results

4.1 Data analysis platform

In this work, three major tools were utilized to perform the comparison;
Waikato Environment for Knowledge Analysis (Weka), Massive Online Anal-
ysis (MOA), and Sklearn. Weka Platform is open-source software for data
analysis tasks including Classification, Clustering, and Association Rules. It
is developed by the University of Waikato using Java programming language.
It was utilized in this work for preprocessing operations (Transformation and
Normalization).

MOA Platform is an improvement for the Weka platform for the mining
data stream. It provides many popular mining techniques, stream generator,
and concept drift detection techniques, in our comparison, it performed the
data streaming and implementation of classification techniques. Sklearn is a
python free library for machine learning tasks. It contains many classification
techniques such as random forest and boosting. Sklearn was used in this work
for adding white noise values to data.
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Algorithm 1 Stream data classification model with ε-differential privacy

1: procedure ARF
2: St = current stream samples in ADWIN window
3: From St Create K data subsets using Bagging resampling
4: for each subset S do
5: for each feature f in S do
6: if IsCatogorical(f) = True then
7: for each distinct value d in f do
8: f(d)= frequency(d)
9: end for

10: end if
11: Apply normalization on S according to Eq. (4)
12: end for
13: for each data instance dt in S do
14: Generate random value R for differential privacy . Based on

Eq. (3),(5)
15: dt = dt+R
16: Trace Hoeffiding tree reaching to a specific terminal node tn
17: if Class value of dt != ? then
18: dt(y)= major class of tn
19: else
20: for each feature f in tn do
21: G1= Class impurity in tn . Based on Eq. (6)
22: G2= Class impurity in tn ’s possible child nodes .

Based on Eq. (6)
23: G= G1-G2
24: end for
25: Rank every features based on its gain
26: Choose two features bf1,bf2 with highest gain
27: Compute HB= Hoeffiding Bound based on Eq. (2)
28: if G(bf1)-G(bf2) > HB then
29: Replace tn with a decision node based on split test of bf1
30: Add new terminal nodes for each possible split value
31: end if
32: end if
33: end for
34: end for
35: Return ARF classifier, Classified sample instances
36: end procedure
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4.2 Applying adaptive random forest with differential privacy

This step includes applying ensemble classifier against gradually increasing in
differential privacy strength of data by using white noise. For this task, the
Weka platform is used to perform two preprocessing steps; features transfor-
mation and normalization. Then MOA is used to convert batch datasets to a
data stream, then to train the classifier based on that stream. Four measure-
ments are used for evaluating the performance of the classification techniques;
mean of correctly classified instances, mean of F1 score, mean of precision,
and mean of Recall. Figure 2 and Table 2 clarify the performance of the pro-
posed model using different Standard Deviation STD randomize values for
Differential Privacy.

Diff. Noise STD 0.000 0.001 0.002 0.003 0.004 0.005 0.01 0.015 0.02 0.025 0.05 0.075 0.1

EEG State 98.75 98.28 98.17 98.29 98.11 98.08 98.03 98 97.90 98.06 98.06 98.09 97.84
Skin Seg. 100.00 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 100.00 99.99 99.99 99.99
MIT-BIH 90.93 82.72 82.71 82.71 82.70 82.71 82.71 82.70 82.70 82.71 82.71 82.72 82.70

Breast Cancer 99.35 99.35 99.35 99.35 99.35 99.35 99.35 99.35 99.35 99.35 99.35 99.35 99.35

Table 2: Accuracy of ARF with different STD values

Figure 2: Accuracy of ARF with range of STD values for differential privacy
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In both Table 2 and Figure 2 , we can observe the following:

1. Ability of ARF to preserve the accuracy of classification after adding the
noise values with the first two and the fourth datasets.

2. Stability of ARF with different values of additional noise with the first
two and the fourth datasets.

3. There was a decrease in the classification accuracy with the third dataset
after adding the minimum magnitude of the noise, however, ARF recov-
ered its stability with the rest of the range’s values.

The main difference between the first two and the fourth dataset aside, and
the third dataset from another side is that the number of features in the third
dataset is more, this leads to a question that if the high dimensionality can
affect the utility of ARF after adding the differential privacy.

The preference of the proposed model using ARF compared with many
other techniques can be observed in Table 3 and Figure 3, however, there was
a close performance between ARF and Ozabagging. The similarity of those two
techniques that are both of them is a bagging ensemble classifier, a question
arises if the strength of ARF with privacy-preserving in the medical data
stream can be generalized to other bagging techniques. Also, we can observe
that Naive Bayesian had unstable performance, in which it had the worst
performance in most cases. All results in Table 3 were using the minimum
STD value for differential privacy.

Technique Heoffman ARF OzaBagg OzaBoost K-NN N. Baysain Random Hoeffman

EEG State 72.56 98.28 93.33 85.56 88.4 48.42 65.48
Skin Seg. 99.94 99.99 99.97 79.06 99.97 95.29 99.93
MIT-BIH 82.7 82.72 82.72 87.87 82.67 14.61 82.70

Breast Cancer 99.31 99.35 99.35 99.19 99.35 94.33 99.3

Table 3: Accuracy comparison of classification algorithms based on streaming
four medical datasets

Other interesting findings from the experimental results are illustrated in
Figure 4 and Figure 5. We can observe that the number of drifts i.e change
in the distribution of data streams for all features in Skin Seg. and EEG Eye
datasets was reduced significantly after adding differential privacy. As a result
of this reduction, the size of ADWIN window which illustrated in Figure 6
and Figure 7 was maximized to contain all stream elements in EEG state and
Skin Seg. datasets. This smoothness of the data stream leads to reduce the
number of changes in ARF model to adapt to change in distribution, thereby,



16 H. Fatlawi, A. Kiss

the computational time of ARF has been reduced, and that could overcome
the addition time of differential privacy step.

Figure 3: Comparison of the proposed model accuracy with other six tech-
niques

Figure 4: Comparison of drifts in skin sig. dataset with two STD values
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Figure 5: Comparison of drifts in EEG state dataset with two STD values

Figure 6: Comparison of ADWIN size in skin sigm. dataset with two STD
values
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Figure 7: Comparison of ADWIN size in EEG state dataset with two STD
values

5 Conclusion

In this work, a privacy-preserving classification model for the mining data
stream was proposed. It utilized the robustness of Adaptive Random Forest
classifier to handle the randomized values that added to the original data
stream using differential privacy. The proposed model had the best accuracy
compared with the other six techniques applied on four real medical datasets,
OzaBagging also has notable performance, and both techniques are bagging en-
semble methods. Also, the number of drifts in the distribution of data streams
was reduced significantly after adding differential privacy, as a result, that the
size of ADWIN window was maximized. These results obtained by applying
364 experiments using a gradual increase of STD of randomizing values for
proving the differential privacy.
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