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Abstract. The rupture degree is one the most important vulnerability
parameter in networks which are modelled by graphs. Let G(V(G),E(G))
be a simple undirected graph. The rupture degree is defined by r(G) =
max{w(G-5)-|S|-m(G-5):SCV(G) and w(G-5)>1} where m(G-S) is
the order of a largest connected component in G-S and w(G-S) is the
number of components of G—S, respectively. In this paper, we consider the
vertex contraction method based on the network agglomeration operation
for each vertex of G. Then, we have presented two graph vulnerability
parameters called by agglomeration rupture degree and average lower ag-
glomeration rupture degree. Furthermore, the exact values of them for
some graph families are given. Finally, we proposed a polynomial time
heuristic algorithm to obtain the values of agglomeration rupture degree
and average lower agglomeration rupture degree.

1 Introduction

Networks can be modeled with graphs. The servers or hubs are illustrated by
vertices and edges are connecting medium between them in any graph G. The
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vulnerability of a network is of main significance to network planners accord-
ing to the nodes and links [7, 12]. Recently, networks vulnerability has been
studied in widespread multidisciplinary area such as informatics, mathematics,
computer science, chemistry and many other applied science and engineering
science. The vulnerability value of networks is defined as the durability of the
network after the breakdown of some vertices or edges until a communication
disruption [12, 22].

In this paper, we consider only simple graphs. Now, some notations will
be given. Let G(V(G),E(G)) be a simple connected graph whose vertex
and edge sets are denoted by V(G) and E(G), where V(G)={vs,vs,...,vn},
E(G)={eyez,...,en}, |V(G)|=n and |E(G)|=m. Let u€ V(G).The set
N(u)={veV(G)|(u,v)eE(G)} is called the open neighborhood of u. Further-
more, the number of | N (u)| is called the degree of vertex u and is denoted by
dg(u). The mazimum degree of G is denoted by A(G) is defined by max{dg(v)
| ve V(G)}. Similarly, the minimum degree of G is denoted by §(G) is defined
by min{dg(v) | ve V(G)} [18, 33]. The set N [u]={u}UN (u) is called the closed
neighborhood of the vertex u. The d(u,v) represents the distance between two
vertices as u and v. Furthermore, the distance is defined as the length of a
shortest path between them [18, 33].

The connectivity value of any graph G is the best-known vulnerability mea-
sures in the literature. It is defined that to obtain disconnected graph after
the minimum number of vertices are deleted from the given graph, also is
denoted by k(G) for any graph G [16]. The connectivity of any graph G is
computed with polynomial time. There are many vulnerability measures for
the networks. For example, integrity [9], toughness [12], tenacity [13], global
distribution number [14] are considered and studied in many areas. Further-
more, there are many average vulnerability parameters are proposed to obtain
the vulnerability values of the networks. For example, the average lower dom-
ination number [17], the average lower independence number [6], the average
lower bondage number [32], the average lower reinforcement number [31], the
average lower residual domination number [29], the average lower link residual
domination numbers [30] etc. are considered and studied in many areas. The
values of these parameters are not computed in polynomial time. Because they
are classes of NP-Hard or NP-Complete.

The rupture degree is other best known vulnerability parameter. It is de-
fined by Li et al. in [23] and the definition of it as the following:

r(G) = max{w(G-S)-|S|-m(G-S):SCV(G) and w(G-5)>1},
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where m(G-S) and w(G-S) denote the is the largest connected component
in G—S and the number of components of the graph G-, respectively.

Let Cg be a cycle graph. It is showed by in Figure 1. The alternative rupture-
sets of (g are showed with the set of darkened vertices. Clearly, |S|=3, w(Cs —
S) =3 and m(Cs — S) = 1. As a result,r(Cs)=1 is obtained.

Figure 1: The rupture-set of the graph Cg

In [26], the authors showed that calculating the rupture degree problem is
an NP-complete problem. However, it is possible to determine the rupture
degree of large classes of graphs. For more results on rupture degree, we refer
the readers to see [1, 2, 3, 4, 5, 8, 20, 21, 25, 27]. Furthermore, Li gave an
algorithm whose complexity is O(n?) for isolating rupture degree in Trees
of order n [24]. Another interesting study about the rupture degree is the
references [15] by Durgut et al. In [15], a heuristic algorithm is given to find
the rupture degree for any graph G. A similar study is in [11], where Berberler
et al. gave a polynomial time heuristic algorithm for computing the integrity
of any given graph G.

When investigating the vulnerability of complex networks, the finding node
importance is used for each node recently. There are some different methods
for determining importance of each node. In this paper, we use node contrac-
tion method based on network agglomeration. Then, new two vulnerability
parameter definitions have been made by combining node contraction method
based on network agglomeration method and the rupture degree. By using
methods based on agglomeration, more efficient results can be obtained in
terms of vulnerability. Let v;€ V(G). The node contraction is defined as fol-
lows: the node v; and other dg(v;) nodes connected with v; into a new node
v;-, which takes place of the primary dg(v;)+1 nodes, and links connected with
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dg(v;)—1 nodes originally turn to the new node v; now. For example, if the
center node is contracted in a star-network, the network is agglomerated to
one node. Another example can be seen in Figure 2.

The agglomeration operation has been used in different network vulnera-
bility measures, some of these can be seen in [10, 19, 28|. In this paper, we
incorporate the concept of the rupture degree and agglomeration operation,
as well as the idea of the average vulnerability parameters, to introduce new
graph parameters called the agglomeration rupture degree (ARD), denoted by
r®9((G), and the average lower agglomeration rupture degree (ALARD), de-
noted by rgi’(G), for any given graph G. Furthermore, we consider the ARD
and ALARD to be two metrics for network vulnerability.

Figure 2: The agglomeration operation on the vertex w.

In this paper, there are 6-Sections. The ARD and ALARD are defined in
Section 2. In Section 3, the difference of the ARD and ALARD is shown with
different examples. The values of ARD and ALARD are obtained some well-
known graph families in Section 4. In Section 5, we give a polynomial time
heuristic algorithm to compute the values of ARD and ALARD, then the
computational test results are presented. Finally, we give our conclusions in
Section 6.
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2 The definitions of the ARD and ALARD

The definitions of ARD and ALARD are given in this section. For a vertex
v of a graph G, the lower agglomeration rupture degree, denoted by ry7? (G),
is the minimum cardinality of the rupture set in G derived from the graph G
after the agglomeration operation for the vertex v;. The agglomeration rupture
degree of a graph G is defined as:

ri99(G) = mazy, ey () {ryl’ (G)}-

Furthermore, the average lower rupture degree of G is defined by

ri99(G) = r99(G).

Example 1.1. Let the graph G, which are showed in Figure3, be a graph
with 6-vertices and 6-edges. Clearly, the connectivity number and the rupture
degree of G is one. The rupture set of G is {vs,v;} and r(G)=1.

Figure 3: The graph G whose number of vertices and edges is 6.

Vertices | r)?(G)
V1 -1
Vg 0
V3 1
Uy 1
V5 1
Ve 0

Table 1: The lower agglomeration rupture degree of every vertex vi € V(G)
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The lower agglomeration rupture degree of every vertex vy € V(G) is pre-
sented in Table 1.

Clearly, we have 7,77 (G)=-1, rpJ9(G)=0, r? (G)=1, ry?? (G)=1, 1,2 (G)=1,
and ryd? (G)=0. Thus, r9( G)=1 and rg}? (G)=(-1+0+1+1+1+0) /6=2/6=0.33
are obtained.

3 Vulnerability examples of the ARD and ALARD

The ARD and ALARD can be more efficient than the connectivity and the
rupture degree in measuring the vulnerability of some graphs. In this section,
this situation is showed with different two examples.

In the first example, we consider the graphs G; and G2 that are presented
in Figure 4. Then, we want to show the values of ARD and ALARD can be
used to distinguish between two given graphs. Clearly, the values of connec-
tivity and domination number, and also the numbers of vertices and edges of
the graphs G; and Gy are equal. That is, k(G;)=k(G2)=1, r(G;)=r(G2)=1,
|V(G1)|=|V(G2)|=8 and |E(G))|=|E(G2)|=8.

1 -

Figure 4: The graphs G; and Gy with 8-vertices and 8-edges

The ARD of the graphs G; and Gz are r®9(G;)=2 and r%99(G2)=1, while
the ALARDSs of these two graphs G; and Gz are rgp’(Gy) = % and 7597 (G2)
= %, respectively.

In the second example, we consider the graphs G's and G that are presented
in Figure 5. Then, we want to show the value of ALARD can be used to
distinguish between two given graphs. Clearly, the values of connectivity, the
rupture degree and the agglomeration rupture degree of the graphs Gsand Gy
are equal, with k(G3)=k(G,)=1, r(G3)=r(G;)=1 and r*9(Gs)= r*99(G;)=1.
Additionally, the numbers of vertices and edges of the graphs Gg3 and G are
equal as like |V (Gs)|=|V(G,)|=6 and |E(G3)|=|E(G})|=6.



130 M. Agtasg, T. Turaci

¢ /.

G, G,

Figure 5: The graphs Gg and G with 6-vertices and 6-edges

The ALARD of the graphs Gs and Gy are rgg’(Gs) = 1 and r38?(Gy4) = 0,
respectively.

With these examples, we can say that these two new parameters ARD and
ALARD may be more distinctive than other vulnerability parameters.

4 Computing the ARD and ALARD of well-known
graphs

In this section, we compute the values of ARD and ALARD of well-known
graphs such as the path graph P,, the cycle graph C, , the complete graph
K, the star graph Kj ,_;, the wheel graph W; , and complete bipartite graph
Ky m.

Theorem 1 Let G =2 P, be a path graph of order n, where n > 4. Then,

(a) Tagg(Pn) =0 (b) ngg(Pn) = { (2 :zyégl/’n’ E;Z zz Z'id);l;l

Proof. We know that r(P,) = -1 if n is even; r(P,) = 0 if n is odd (see
[23]), and let {v,vg,...,0n-1,un} be vertices of P,. In here, we say that the
vertices v; and v, are minor vertices, remaining vertices are called major ver-
tices. Clearly, number of minor and major vertices are 2 and n-2, respectively.
While we are calculating the ARD and ALARD of the path graph P, we have
two cases depending on 7.

Case 1. Let n be even. We distinguish two sub cases depending on the ver-
tices of P,,.

Subcase 1.1. If a minor vertex is agglomerated, then a path P,_; is obtained.
Due to n is even, we have r(P,,_;) = 0. So, we obtain 74,77 (G)=0 and 3% ( G)=0.
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Subcase 1.2.If a major vertex is agglomerated, then a path P,_» is obtained.
Due to n is even, we have (P, 2) = -1. So, we obtain ry’ (G)=-1, where k €
{2,3,...,n-1}.

Finally, we get r%9(P,)=0 by the definition of ARD and the Subcases 1.1
and 1.2.

Furthermore, we get

agg _ 1 ragg
Tav (G) - |V(G)‘ Z Vi (G>

v €V(Q)
n—1
_ % (rsfg(a) (G + 3 rggg(G))
k=2
=2 (20 + (1002
2—n

Case 2. Let n be odd. We distinguish two sub cases depending on the vertices
of P,.

Subcase 2.1. If a minor vertex is agglomerated, then a path P,.; is ob-
tained. Due to n is odd, we have r(P,.;) = —1. So, we obtain rp??(G)=-1

and 779 (G)=-1.

Subcase 2.2. If a major vertex is agglomerated, then a path P,_» is obtained.
Due to n is odd, we have r(P,_2) = 0. So, we obtain 7,7 (G)=0, where k €
{2,3,...,n-1}.

Finally, we get r%9(P,)=0 by the definition of ARD and the Subcases 2.1
and 2.2.
Furthermore, we get

£099 () — 1 099
26 - an( | 2 @)

v eV (Q)
= % (rﬁfg(G) +1399(G) + :z::_; rﬁ,fg(G)>
_ % (2(—1) +(0(n — 2))>

—2
n
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By the Cases 1 and 2, the proof is completed. O

Theorem 2 Let G = C, be a cycle graph of order n, where n > 5. Then,

-2, if nis odd;
—1, if n is even.

ro(C,) = e (€)= |

Proof. We know that r(C;,) = -1if n is even; r(C,) = -2 if n is odd (see [23]),
and let {vy,vg,...,0n.1,0,} be vertices of Cy. If a vertex is agglomerated in the
graph C,, then a cycle C,_» is obtained. We have two cases depending on n.

Case 1. Let n be even. Due to n is even, we have r(C,2) = -1. So, we
obtain r47Y(G)=-1, where k € {1,2,...,n}.

Case 2. Let n be odd. Due to n is odd, we have r(C)_2) = -2. So, we obtain
rod9(G@)=-2, where k € {1,2,...,n}.

Finally, we get

-2, if nis odd,;
—1, if n is even.

1o9(Ca) = i (C) = {
By the Cases 1 and 2, the proof is completed. O

Theorem 3 Let G = K,, be a complete graph of order n, where n > 3. Then,
P99(K,) = 1999 (K,) = 0.

Proof. The rupture degree of K, is defined as r(K,)=1—n [23]. Let {vs,vg,. ..,
Un-1,Un} be vertices of K,. If a vertex is agglomerated in the graph K, then
the graph K is obtained. Clearly, r(K;)=0. So, we get rp??(G)=0, where k €
{1,2,...,n}. Thus, 99(K,)=rg7’(K,)=0 is obtained. O

Theorem 4 Let G = K1,_1 be a star graph of order n, where n > 4. Then,

n?2—5n+4

(a) T’agg(Kl,n—l) =n—4 (b) ngg([(l,n—l) = n
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Proof. The rupture degree of Kj,.;is defined as r(K;n.;)=n-3 [23]. Let
{ve,v1,02,. .. ,Up-2,05-1} be vertices of Kj .1, where the vertex v, is the cen-
ter vertex of Ky ,.;. We distinguish two cases depending on the vertices of
Kin1.

Case 1. If the center vertex v, is agglomerated, then the complete graph
K/ is obtained. We know r(K;)=0 [23]. So, we obtain 7,7 (G) = 0.

Case 2. If a vertex vg, where k € {2,3,...,n-1}, is agglomerated, then a star
graph K ,; is obtained. Thus, we get r,?(G) =n —4 for k € {2,3,...,n-1}.

Finally, we have r*9(K; ,.1)=0 by the definition of ARD and the Cases 1
and 2.

Furthermore, we get

F099 () — 1 099
26~ an( | 2 @)

vV (Q)

By the Cases 1 and 2, the proof is completed. O

Theorem 5 Let G = Wy, be a wheel graph of order n+1, where n > 5. Then,

—2n/(n+1), ifnisodd;

(a) T (Wi,) =0 (b) red9(Why) = { —n/(n+1), if nis even.

Proof. The rupture degree of W;, is defined as r(W;,) = -2 if n is even,
and 7(W; ) = -3 if n is odd (see [23]). Let {vc,v1,vs,...,Un-1,0,} be vertices

of Wi, where the vertex v, is the center vertex of Wy ,. We distinguish two
cases depending on the vertices of Wy .

Case 1. If the center vertex v, is agglomerated, then the complete graph K;
is obtained. We know r(K;)=0 [23]. So, we obtain rp??(G)=0.
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Case 2. If a vertex vy, where k € {1,2,...,n}, is agglomerated, then a join
graph K;+P,_3 is obtained. We distinguish two sub cases depending on the
number of n.

Subcase 2.1. If n is even, then n-3 will be odd. Due to is n—3 odd, then we
get 1(K;+P,_3)=—1 [23]. That is r3??(G)=—1, where k € {1,2,...,n}.
Subcase 2.2. If n is odd, then n—3 will be even. Due to is n—3 even, then
we get r(K;+Pp_5)=—2 [23]. That is rp??(G)=-2, where k € {1,2,...,n}.
Finally, we get 7%99( Wy ,,)=0 by the definition of ARD and the Cases 1 and 2.
Thus, we get

n—1
Qa 1 a, a a,
'@ =g | X W@ =4 (mf%G) + me%@)
1€V (G) k=1
1 -n

TSl ey

—_

3

if n is even.

If » is odd, then we have

agg _ 1 ,ragg ——
Tav (G) - |V(G)| Z Vg (G) n

,_\
VY
s
S

Q
—~
Q
+
=3
=&
<
—~
8
~__—

eV (G) k=1
1 —2n
i) =
By the Cases 1 and 2, the proof is completed. O

Theorem 6 Let G = K, ,, be a complete bipartite graph of order n + m,
where 1 < n < m. Then,

m2+n%—3m—3n

@99 Knm = -3 b w9 Knm =
(a) 199 (Ko n) =~ 3 (B) rif9(Kn) e

Proof. The rupture degree of K, ,, is defined as r(Ky, ,)=1—m—n [23].
Let {vy,v2,...,05,0"1, ¥'2,... 0"y} be vertices of K, ,,. We distinguish two cases
depending on the vertices of K, ,,.

Case 1. If a vertex vg, where k € {1,2,...,n}, is agglomerated, then a star
graph K, is obtained. We have (K, ;)=n—3. Thus, we get 747 (G)=n—3
for k € {1,2,...,n}.

Case 2. If a vertex vy, where k € {1,2,... ,m}, is agglomerated, then a star
graph K ,,—; is obtained. We have (K ,—;)=m—3. Thus, we get r?(G)=
m—3 for k € {1,2,...,m}.
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We have r(K,, ,)=maz{n—3,m—3}. Due to n<m, we obtain r(K,, ,)=m—3
by Cases 1 and 2.
Furthermore, we get

6 = i (2 @)

1 n m
— agg agg
- <k K + Y 0 (G))

— (@3 e -3)

n+m

m2+n%—3m—3n

n-+m

By the Cases 1 and 2, the proof is completed. O

5 A heuristic algorithm for computing the ARD
and ALARD

In this section, firstly we give the pseudocode of heuristic algorithm for ARD
and ALARD in Appendix A. This algorithm runs polynomial time to find
the ARD and ALARD of an arbitrary graph G. We give an example how the
proposed algorithm works on the following graph P,.

Let P; be a path graph and the node array(labelled of nodes) is [0, 1, 2, 3]
into the operation function. This graph showed in the Figure 6.

0 1 2 3

Figure 6: The graph P, whose vertices labelled by [0,1,2,3]

Let the vertex 1 and graph go to Agglomeration function in our Algorithm.
The content of our neighbors array will be [[1], [0,2], [1,3], [2]]. For example,
the content of the zeroth index is 1. So, the neighbor of node 0 will be 1.
The content of aggCluster array is also [0,2]. Then we add the corresponding
node and sort it from the largest number to the smallest number. The con-
tent would be [2, 1, 0]. Now we need to delete the row and column from the
two-dimensional graph array. This process is also based on aggCluster. After
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deletion, our components array is created, then we have components = [[0],
[1], [2,3]] as like the following Figure 7.

e & 90
0 1 2 3
Figure 7: The graph P, after the first deletion.

Now the neighbors are deleted from the array of components. In summary,
this is the function of keeping vertices that are not adjacent to the agglomer-
ation vertex in the array of components. Now, we have components = [[3]].

Then, labeledComponents = components has been made. Furthermore,
tag_number is 1 in the loop. Since labeledComponents is single content, the
loop returns one and labeledComponents [0][0] = label_number. In other words,
label 1 is given to the neighbor of the merged nodes(0) and the newGraf be-
comes Py as like the following Figure 8.

*—@

P2

Figure 8: The graph Py

The created newGraph is sent to the Rupture function which is proposed in
[15] and then returns -1. The Agglomeration function also returns this Integer
value. The Integer value from the operation function is added to the ruptures
sequence. This event is made for all nodes and ruptures = [0, -1, -1, 0] is
obtained. As a result, the maximum value will be ARD and its arithmetic
average will be ALARD, that is r%9(P;)=0 and rof’(P;) = 5 are obtained.

5.1 Computational tests

In this section, the datasets of the references [11] and [15] have been used to
perform our proposed algorithm. In the following tables, |V| is the number
of vertices; ARD is the Heuristic result of Agglomeration Rupture Degree;
ARDopt displays the Brute Force result of Agglomeration Rupture Degree;
ALARD is the Heuristic result of the Average Lower Agglomeration Rupture
Degree; ALARDopt, Brute Force result of Average Lower Agglomeration Rup-
ture Degree; t(s) represents the running time in seconds. Error is the absolute
gap, which is the magnitude of the difference between the values of ARD,
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ALARD and the results of ARD, ALARD obtained by the proposed algo-
rithm. Furthermore, 25%, 50%, 75% and 100% indicate the edge density of
the graph G.

The proposed algorithm is implemented in JAVA and tested on i5-7600U
machine with 2.9 GHz processor and 8 GB RAM. Clearly, we can see that the
results of the actual ARD and ALARD is almost similar the result of ARD and
ALARD obtained by proposed algorithm in Tables 2 and 3. We also tested our
algorithm for the medium size graphs whose numbers of vertices more than
100. Since we don’t know actual values of ARD and ALARD, we give only
heuristic result of ARD and ALARD with CPU time in the Tables 4 and 5.
As a result, we have tested the algorithm on some graph families which are
used in Theorems 1-6. Then, same values of ARD and ALARD are obtained
as given Theorems 1-6.

25% 30% T5% 95%
V] | ARD | ARDopt | Enor | ARD | AFDopt | Error | ARD | ARDopt | Eror | ARD | ARDopt | Error
10 0 0 0 0 0 0 1 1 0 0 0 0
11 1 1 0 1 1 0 0 0 0 0 0 0
12 0 0 0 0 0 0 -1 1 0 0 0 0
13 0 0 0 1 1 0 1 1 0 0 0 0
14 1 -1 0 1 1 0 0 0 0 0 0 0
15 2 2 0 0 0 0 0 0 0 1] 0 0
16 0 0 0 0 0 0 -1 1 0 0 0 0
17 2 2 0 0 0 0 0 0 0 0 0 0
18 1 -1 0 1 1 0 0 0 0 0 0 0
19 1 -1 0 1 1 0 -1 1 0 0 0 0
20 1 -1 0 0 0 0 -1 1 0 0 0 0
21 1 -1 0 2 2 0 0 0 0 0 0 0
22 1 -1 0 1 1 0 -1 1 0 0 0 0
23 1 1 0 2 2 0 -1 1 0 0 0 0
24 3 -3 0 2 2 0 0 0 0 0 0 0
23 3 -3 0 3 3 0 0 0 0 1] ] 0
26 3 -3 0 3 3 0 1 1 0 0 0 0
27 ] -4 0 2 2 0 -1 1 0 0 0 0

Table 2: Computational experiments on small-sized graphs for ARD.
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0 LT/9¢- L79e- | 0 Lysol- | LT/sol- | 0 LTLOT- | LTiL91- | 0 LTLST- | LTLST- | LT
0 9T/TE orTE- | 0 97/96- | 9T96- | OT/T- | 97991 | 9T/891- | 0 oT/SFL- | 9TBKI- | 9T
0 ST/0E- sTogE- | 0 STS6~ | suss | 0 STAYI- | st~ | swn- | swavl- | swErl- | st
0 vU/ST V8T | 0 voes | vime | o VOETEI- | YUTEL- | 0 YUEEL- | VTEEL- | ¥
0 £3/9T- £29%- | 0 sTTe- | sTee- | 0 ET/601- | €T01- | ST | STl6- | £US6 | €T
0 TV v 0 TT6% Toies- | T4/ ) iy TLS01- 0 TT98 TT/98- [AA
0 1T/l wv- | o 17/0L o | o 17/66- Iz66- | 1T | 1TLs- 1os- | 1z
0 0T/0T- 0TI~ | 0 ougs- | owss- | o 0T/6o- | owies- | 0 0T/E9- | omEs- | 0T
0 81,21~ 61/Z1- | 0 61/0s- | 61/08- | 0 6195~ | 61/95- | 0 61/85- | 6185~ | 61
0 81/91- gI/91- | 0 sior- | stk | o 81/85- | 8188~ | 0O s/E | suEr | 81
0 LIpI- Ligl- | 0 Lo | Ll | 0 L | Lusr | o LUET- | LugT- | Lt
0 91/T1- ozTl- | 0 ot | 91k | 0 o18r | 918 | O onTe- | olEE- | 91
0 Lol SLol- | o suog- | stiogr | 0 suLe- | suees |suI- | Suwl- | susI- | ST
0 101 PLOI- | 0 1o | v1eT- | o PRS- | vIE- | O PLTE | VIEE | ¥l
0 £1/8- £1/8 0 EUBI- | £181- | 0 g16l- | E1/6l- | O £/l | £u6l- | €1
0 - 719" 0 Tize- | e | o sz | Tse | o Tu6- e | Tl
0 119 119 0 121 nzr- | o rl- | vl | 1 11/8- 11/L 11
0 L] ) [V Vol 1] [ oL/ 0 Okl oLvl- 0 oL o1/11- 01
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Table 5: Computational experiments on medium-sized graphs.
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6 Conclusion

In this paper, we considered agglomeration-based rupture degree in graphs.
We define and investigate the agglomeration rupture degree r%99(G) and the
average lower agglomeration rupture degree rgy’ (G), then these values have
been computed for well-known families of graphs. Finally, we proposed a poly-

nomial time heuristic algorithm to find the set of the lower agglomeration

rupture degree rp??(G) for every vertex and also the values of r%9(G) and

ray? (G) for any graph G. Then, we present the results of computational
experiments on graphs with up to 200 vertices. The results show that the
proposed heuristic algorithm efficiently computes the values of r%99((G) and

ras? (G) of a given graph G. Developing of several heuristics for computing

the other agglomeration-based graph parameters of graphs are the subjects of
future work.
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APPENDIX

Void_function Process(graph_parameter mainGraph, node_array _parameter
arrayNode) {
ruptures|] « @
for i - 0 to arrayNode’s length {
ruptures|i] « Agglomeration(mainGraph, arrayNodeli]) }
Integer ARD ¢« largest value of array ruptures
Double ALARD ¢ sum of all ruptures array elements / arrayNode’s length
}. # end function

Integer_function Agglomeration(graph_parameter mainGraph, node_parameter
Node) {
Graph < mainGraph # Cloning the master graph to avoid corruptions.
neighbors < neighboring nodes corresponding to each index.
aggCluster < neighbors[Node] # Finding the neighbors of the node.
for i + 0 to aggCluster’s length { # aggCluster nodes find their neighbors.

templi] < neighbors[aggCluster][i]]

for j « 0 to temp’s length {

if templi] isn’t equal to Node {


https://doi.org/10.3233/FI-2019-1806
https://doi.org/10.3233/FI-2019-1806
https://doi.org/10.3233/FI-2020-1930
https://doi.org/doi:10.1051/ita/2016015
https://doi.org/10.1051/ro/2015062

144 M. Agtasg, T. Turaci

add templj] to neighbors } } }

add Node to aggCluster
sort aggCluster by contents from largest to smallest
for i «+— 0 to aggCluster’s length { # Reset row and column.
for j « 0 to Graph’s length {
Graph[j|[aggCluster[i]] - 0
Graph[aggCluster|i]][j] «+ 0 } }
components|][] < newly formed graph sets # add new graphs.
for i < 0 to length of components { # deleting the neighborhood from the
components array.
for j < 0 to length of components][i] {
if aggCluster contains components|i][j] {
components[i][0] <+ @ } } }
for i + 0 to length of components {
if the length of components[i] is 0 {
remove the i. variable from components } }

# Creating tagged component |
labeledComponents[][] «+ O
labeledComponents < components

# new tags |
Integer tag_number < 0
for i - 0 to length of labeledComponents {
for j « 0 to length of labeledComponents][i] {
tag_number < tag_number + 1
labeledComponents[i][j] < tag-number } }

# remove if empty |
for i «— 0 to length of labeledComponents {
if the length of labeledComponentsl[i] is 0 {
remove the i. variable from labeledComponents
remove the i. variable from components } }

# create new graph |

Integer value < Graph’s length — aggCluster’s length + 1
newGraph|value][value] < @ # newGraph is the matrix with value*value
length.
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for i «— 0 to length of labeledComponents {
for j « 0 to length of labeledComponents][i] {
if neighbors contain componentsl|i][j] {
newGraph|0][labeled Components[I][j]] «+ 1
newGraph|labeledComponents[I][j]][0] <+ 1 } } }
for i < 0 to length of components {
for j - 0 to length of components|[i] {
for k + j to length of components][i] {
Integer a <+ Graph[components|i][j]][components]i] [k]]
newGraph|labeledComponents|i|[j]][labeled Components|i] k]|« a
Integer b «— Graph[components][i][k]][components][i][j]]
newGraph|labeledComponents|i|[k]][labeledComponents]i][j] - b

I8

return function Rupture(newGraph) # Branched into the heuristic rupture
algorithm.
}. # end function
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