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The paper analyses the constraints related to optical tracking of an HMD with a single 
commercial binocular stereoscopic optical tracking system and offers an overview of different 
factors affecting the best active fiducial set-up and marker geometries for reliable tracking with 
a focus on the rotational accuracy of a marker.

Two IR diode models with different emission characteristics were tested as active fidu-
cials and the results were compared to localization accuracy of passive fiducials. In terms of 
preferable marker geometry, it was found that the area enclosed by the fiducials should be 
maximized. Thus, due to geometrical constraints, very small marker geometries may not be 
stable or feasible entirely. Rotational accuracy was analysed for cases when the marker was 
not directly facing the tracking device and it was found that rotation about one axis introduced 
errors to the determined orientation in space related to the other axes as well. 

Keywords: Active fiducials, angular accuracy, marker geometry, optical tracking, passive 
fiducials. 

1. INTRODUCTION

Augmented reality (AR) devices have 
been widely researched for the past few 
decades and are envisioned to penetrate all 
aspects of everyday life – starting with pro-
fessional fields such as manufacturing and 
education, and most notably – the medical 
field [1]. Even though different implemen-
tations of AR already exist [2], the medical 
field is by far the most demanding in terms 

of accuracy and comfort of use since surgi-
cal procedures can last for several hours. For 
example, the utilization of an AR headset as 
a vision aid during surgical procedures puts 
enormous pressure on the accuracy of image 
representation [3]. While optics and human 
perception play a major role in image qual-
ity [4], the other side that is equally impor-
tant for achieving the desired image accu-
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racy is object tracking. In this case, it is the 
tracking of a headset within the real-world 
space and in relation to the patient and sur-
roundings. The image rendering engine has 
to rely on accurate position and orientation 
of the head-mounted display (HMD). Thus, 
tracking a headset pose accurately is as rel-
evant as providing naturalistic visual cues.

Currently available AR headsets posi-
tioned as enterprise-level devices base their 
pose tracking on visual simultaneous local-
ization and mapping (vSLAM) algorithms, 
which typically cannot provide the much-
needed accuracy in medicine [5]. Depend-
ing on the type of task, the preferable image 
overlay (and consequently, pose tracking) 
accuracy has to be substantially better than 
1 millimetre – although in some scenarios 
it might be acceptable to achieve lower 
accuracy [6]. Thus, one of the options is to 
complement vSLAM with other means of 
pose tracking or rely on a different tracking 
solution altogether [7]. 

One such approach is optical track-
ing of fiducial markers. This type of object 
localization within space has long been the 
go-to method for accurate pose estimation 
with full 6 degrees of freedom [8]. With the 
raising popularity of AR devices, research 
on the topic of pose estimation is still ongo-
ing and many improvements have been 
made in the past decade [9]–[11]. Based 
on binocular stereoscopic cameras, com-
mercial optical tool tracking solutions for 
medical (surgical) settings have been devel-
oped [12]. The claimed optical tracking 
accuracy for tool positioning, for example, 

during minimally invasive procedures is on 
the order of 0.1 mm. Better accuracies have 
been demonstrated by multi-camera setups 
– for example, with trinocular configuration 
reaching 0.04 mm [13]. Nevertheless, these 
very high accuracy values are typically 
attributed to translation, while in visualiza-
tion rotational accuracy is similarly impor-
tant. 

Optical tool tracking solutions are 
already being used in the medical field and 
many surgical rooms have already been 
equipped with some type of an optical 
tracking system. With AR displays offering 
unprecedented real-time data visualization 
and thus slowly penetrating the medical 
field, preinstalled optical tool tracking sys-
tems can be repurposed for dual use. The 
ability to track multiple markers simultane-
ously also enables the tracking of an HMD 
with high accuracy – higher than could be 
achieved by solely relying on vSLAM. Fur-
thermore, utilization of a single tracking 
device for tools and headset naturally unites 
coordinate systems, thus alleviating the 
integration of AR visualizations in medical 
procedures.

The primary aim of the present research 
is to analyse the constraints related to 
optical tracking of an HMD with a single 
commercial binocular stereoscopic optical 
tracking system and to develop and verify 
active fiducial and marker configurations 
for reliable tracking (putting emphasis on 
maximizing effective angular range and 
rotational accuracy).

2. MATERIALS AND METHODS

It should be noted that AR HMDs come 
in different varieties, including both opti-
cally see-through (OST) as well as video 
see-through (VST) systems [14]. For medi-

cal applications OST displays can provide 
an additional level of safety; nevertheless, 
fully immersive VR headsets have also 
been successfully applied and shown as a 
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valuable addition to the medical profes-
sionals [15]. The main feature of a virtual 
or augmented stereoscopic display is that it 
provides a sense of 3D depth and thus – an 
additional layer of spatial awareness to the 
medical professionals. 

Fig. 1. The multifocal HMD prototype system used 
for tracking experiments. 

For the aim of this study, the previously 
developed prototype system (Fig. 1) is used – 
a multi-focal OST AR display [16], which 
provides the user with a 3D image and also 
matches vergence and accommodation cues, 
thus providing better eye comfort. While 
specific geometrical constraints are defined 
by the layout design of the particular device, 
general concepts are applicable universally. 

Since commercially available AR 
HMDs were initially oriented towards a 
wider area of application, including con-
sumer markets, the emphasis was put on 
ease of use and thus visual simultaneous 
localization and mapping (vSLAM) as a 
means of pose tracking. The advantage of 
vSLAM type tracking is that it can map any 
reasonably feature-rich environment and 
provide pose tracking based on the relative 
position of a headset in respect to the sur-
roundings. Nevertheless, in certain situa-

tions the performance can be compromised 
and overall accuracy is on the order of mil-
limetres. For applications where accuracy 
is extremely important, vSLAM can be 
substituted or complemented by depth data 
derived directly from time-of-flight cameras 
[17]. It has been shown that complementing 
a commercial headset with marker-based 
reference detected by the on-board sensor 
arrays, the accuracy of pose detection can 
be reduced to sub-millimetre values [18]. 

When an HMD system does not house 
a diverse set of sensors, other approaches 
have to be utilized. The target pose-tracking 
accuracies ideally have to be in the order 
of <0.05 mm for translational motion and 
<0.05° for the angular localization. Signifi-
cant effort has been put towards reducing 
translational errors and the research com-
monly focuses on translational accuracy 
while omitting data on angular accuracy. 
However, for the case of HMD tracking 
(which means essentially tracking the posi-
tion of a human head), translational motion 
is quite uncommon, a much more natu-
ral and often occurring motion is rotation. 
Thus, special attention has to be devoted to 
achieving accurate and stable tracking of 
angular changes.

One of the obvious solutions to surgi-
cal AR HMD tracking is the utilization of 
existing navigation systems that have been 
already adapted for tool tracking [19]. These 
are designed to visualize tool tips beyond 
their visibility within the human body dur-
ing, for example, minimally invasive pro-
cedures. The precise localization of the tool 
tip is based on rigid and known geometry 
of the tool and a precisely defined optical 
marker comprised of several fiducials (typi-
cally 3–6 fiducials). Fiducials are tracked 
by a system of precisely intercalibrated 
stereoscopic cameras to derive essential 
coordinates of a fiducial within a 3D space, 
including the orientation. 
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Fig. 2. Atracsys fusionTrack 500 accuracy (pose 
RMS) for different working distances.

Overall, it would be convenient to uti-
lize a common optical tracking system for 
the simultaneous tracking of both the HMD 
and the surgical tools. Thus, this study 
focuses on marker development and per-
formance evaluation of AR headset track-
ing using medical stereoscopic tool tracking 
system Atracsys FusionTrack 500. 

The Atracsys fusionTrack 500 is a real-
time optical pose-tracking system that can 
track markers in real-time video streams. 
The fusionTrack is composed of two cam-
eras that observe fiducials simultaneously, 
and uses triangulation to calculate the loca-
tions of these fiducials with a measurement 
rate of 335 Hz [20].

Atracsys FusionTrack 500 specifications: 
Resolution: 2.2 Mpix
Refresh rate: 335 Hz
Working distance: 0.7 to 2.8 m (Fig. 2)

Fig. 3. Comparison of reflectivity as detected by 
Actracsys FusionTrack 500 for passive fiducials: 
out of package (bottom row) and after extended 

handling (top row). 

Atracsys FusionTrack 500 and similar 
systems are designed to work with pas-
sive as well as active markers. The camera 
system is equipped with infrared emitters 
placed around both camera lenses that are 
intended for the illumination of retroreflec-
tive fiducials. Most commonly, retroreflec-
tive fiducials are either flat circles or three-
dimensional spheres that are highly visible 
to the infrared cameras. Spherical fiducials 
are considered more versatile – as they can 
be observed from larger angles; neverthe-
less, for tool tracking flat fiducials perform 
equally well. Unfortunately, in the setting 
of surgery, passive markers are subject to 
contamination and loss of reflectivity (Fig. 
3), which interferes with robust pose track-
ing. Generally, retroreflective fiducials are 
treated as consumables and changed during 
set time intervals or upon need. 

An alternative to the retro-reflective 
spheres or disks is the use of active mark-
ers comprised of infrared (IR) light emit-
ting diodes (LEDs) whereby a pattern of 
LEDs is arranged on a rigid structure asso-
ciated with a tool or a headset. While this 
approach ensures a more robust overall 
tracking (mostly due to LEDs not being as 
prone to contamination as the large-surface 
passive markers), there are other challenges 
that often place IR LEDs at a disadvanta-
geous position. 

IR LEDs require electrical power to 
provide tracking capability, which means a 
battery or some other power-source needs 
to be associated with the active marker. For 
tool tracking, this adds to the weight and 
can make a tool more difficult to use. For a 
battery or accumulator-type power source, 
some monitoring is also necessary as it can 
be detrimental to the health of a patient if 
a procedure has to be stopped midway to 
change an empty battery. 

For HMDs the use of active markers 
can be justified more easily as the additional 
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weight of LEDs is just a small fraction of 
the total weight of such a device; however, 
power consumption can still cause issues. 
Small form-factor LEDs can be driven 
with up to 100 mA of current, which adds 
up to about a 100 mW. A marker is typi-
cally comprised of 3 to 6 LEDs that can be 
a considerable number if the device is bat-

tery-powered. In tethered devices, power 
consumption might not be the primary 
concern; however, the dissipated heat is a 
prominent issue, as it can interfere with the 
comfort of wearing an HMD and can nega-
tively affect the performance of embedded 
semiconductors such as microcontrollers, 
processors, FPGA chips, etc. [21]. 

3. RESULTS AND DISCUSSION

3.1. Fiducial Analysis

Atracsys FusionTrack 500 is designed 
to work well with different types of passive 
markers. For this purpose, retroreflective 
spheres (Navigation Markers produced by 
ILUMARK) of 12 mm in diameter were 
chosen as a reference for making com-
parisons between different active IR LED 
fiducials. Due to the limited resolution of 
the cameras, any fiducial needs to reach a 
certain size threshold reported by the cam-
era sensor to be recognised as a fiducial. 
In the case of IR LEDs as active markers, 
the reported size is a function of both the 
driving current of an LED and the physi-
cal distance to it. With the default image 
acquisition and processing parameters, dif-
ferent LEDs (in terms of emitter size and 

consumed power) were tested by vary-
ing the forward current, distance from the 
camera system, and tilt angle of LEDs with 
respect to the camera system. Additionally, 
the tracking jitter of a stationary fiducial in 
relation to its size (controlled by current) 
and distance was also determined. 

Two IR LEDs from Osram – 
SFH 4250-S and SFH 4053 – were investi-
gated and compared to the passive markers. 
The SFH 4250-S was endorsed by devel-
opers of the tracking system, while the 
SFH 4053 was chosen due to the relatively 
small package and high brightness. The 
main differences are due to the emitter size 
and emission angle. The key characteristics 
of both LEDs are shown in Table 1.

Table 1. Comparison of the Main Parameters for IR LEDs Produced by Osram – Models SFH 4250-S and SFH 4053

SFH 4250-S SFH 4053

Centroid wavelength, nm 850 850

Maximum forward current, mA 100 70

Emission half angle, o 60 70

Active chip area, mm2 0.3×0.3 0.2×0.2

Total radiant flux, mW 100 35

Radiant intensity, mW/sr  
(at If max) 18–28 4.5–11.2

Package PLCC-4  
(3.65 mm×2.95 mm×2.15 mm)

0402  
(1 mm ×0.5 mm×0.45 mm)
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Fig. 4. Left: Output power of SFH 4250-S and SFH 4053 LEDs as a function of driving current. Right: 
Efficiency of SFH 4250-S and SFH 4053 LEDs as a function of driving current.

Due to the fact that electronic compo-
nents often vary in bins and manufacturer 
datasheets are provided only for reference 
values, the actual optical output power and 
efficiency of both LEDs were determined 
(Fig. 4) experimentally.

The measurements were carried out 
using the Agilent Technologies 3606A 
power supply in constant current mode. The 
voltage values were read from the built-in 
voltmeter. The output power was measured 

by Thorlabs PM400 in conjunction with the 
S146C integrating sphere sensor. 

It can be noted that from the efficiency 
standpoint, the best performance from the 
SFH 4250-S LED can be expected for for-
ward current in the range from about 40 mA 
to 60 mA, whereas for SFH 4053 the same is 
true for the 18 mA to 30 mA range. In terms 
of absolute efficiency, the SFH 4250-S is 
superior. 
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Fig. 5. Atracsys FusionTrack 500 reported fiducial size in pixels at physical distances of 1.0 and 2.0  m for 
different-sized passive flat disk markers.

A passive retroreflective fiducial forms 
a predictable response signal on the image 
capturing sensors of FusionTrack 500 sys-
tem – there is a direct correlation between 
the number of activated pixels and the 
physical size of the fiducial (Fig. 3).

However, for active LED-based fidu-
cials this is not as straight forward – the 
reported size varies with both the distance 
(Fig. 6 (right)) and the forward current used 
to drive the LED (Fig. 6 (left)). 
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Fig. 6. Left: the reported fiducial surface area for SFH 4250-S and SFH 4053 LEDs at different distances and 
with different driving currents. Right: the reported fiducial size as a function of distance to the camera system 

at maximum driving current with passive marker data (ILUMARK, 12 mm) for reference.

For reliable detection, the activated area 
on the camera sensor has to be large enough 
to be recognised as fiducial. By default, it is 
set to 40 pixels. As it can be seen, the stan-
dard passive fiducial balls at relevant work-
ing distances of 1.5 m and 2.0 m result in a 
relatively large signal – approximately 400 
pixels and 240 pixels, respectively. In con-
trast, the LEDs driven at maximum forward 
current for the same distances of 1.5 m and 
2.0 m can achieve only almost half that – 
200 and 160 pixels, respectively. 

At this driving current of 100 mA, a 
single LED consumes almost 0.29 W and 
it would amount to at least 1.16 W total 
power consumption for a typical 4-fiducial 

marker in continuous driving mode. A lot 
of this power is dissipated as heat, which 
can influence the performance of the LEDs 
themselves as well as be inconvenient to 
the user. The focus further is thus on the 
accuracy and consistency of detection for 
different driving currents (as related to the 
size detected by the cameras). For this pur-
pose, different fiducials were rigidly fixed 
in relation to the tracking camera system 
and series of registration frames were accu-
mulated alongside with complementary 
data about the registered coordinates of a 
fiducial. For LED markers, the relevant cur-
rent range – between 20 and 100 mA – was 
analysed (Figs. 7 and 8).

Fig. 7. Comparison of active fiducial (IR LEDs SFH 5042-S and SFH 4053) localization accuracy at different 
distances to the camera system for varying driving currents (20 mA to 70 mA and 20 mA to 100  mA, 

respectively).
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Fig. 8. Left: Distribution of the determined coordinate values around the mean for SFH 4250-S at 1.5 m 
distance from the camera-system (shown for 10, 50 and 100 mA driving current). Right: Distribution of the 

determined coordinate values around the mean for SFH 4053 at 1.5 m distance from the camera-system (shown 
for 10, 50 and 70 mA driving current). The FWHM of these distributions are shown in Fig. 7.

The registration error overall follows 
a normal distribution. It was found that, 
generally, when the fiducials are above the 
critical limit for detection, no distinct rela-
tion between the dispersion of data and the 
fiducial size (or rather, the current) could be 
found. On a small scale in consecutive time 
intervals during which the supposed ambi-

ent conditions – most notably vibrations – 
were at similar levels, some dependence on 
the size can be distinguished. These differ-
ences, however, are well below the claimed 
accuracy levels of the tracking system and 
essentially negligible. Thus, the use of 
smaller driving currents can easily be justi-
fied.

3.2. Marker Construction Analysis

A marker is a rigid array of multiple 
fiducials. To determine the orientation of 
a marker, it must be comprised of at least 
three non-aligned fiducials [22]. Generally, 
for best possible results, the designed geom-
etry should not have any axes of symmetry 
and the distances between any two fiducials 
should be different. 

For improved positional and rotational 
accuracy, markers are comprised of four 
fiducials instead of three. This helps reduce 
the pose data errors as they can result in a 
jittery image which is very unpleasant and 
distracting for the user even so far as to 
become unusable. An example of feasible 
marker geometry can be seen in Fig. 9.

Fig. 9. Sample geometry of a four-fiducial marker. The fiducials are placed  
at the vertices and form a surface in 3D space.
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In order to achieve the best tracking 
accuracy, the distance between the fiducials 
has to be large – small displacements of the 
head then translate into noticeable displace-
ments of the marker fiducials. To achieve 
good angular resolution (and thus also min-
imize jitter), the area of the marker should 
also be maximized as discussed further. 

Fig. 10. Rotational accuracy as determined by 3 
standard deviations about mean pose of markers 

with sides of different lengths.

Physically creating and testing dif-
ferent marker geometries is a very time-
consuming process. Thus, to determine the 
best approach, synthetic data were gener-
ated and analysed with the Atracsys Matlab 
Marker Analyzer. This tool allows analys-
ing marker geometries (checks segment 
lengths and symmetries), and can provide 
the user with expected marker accuracy 

data. This is achieved by applying the typi-
cal noise to the true location of each fiducial 
and determining the resulting marker loca-
tion and orientation as if it were detected by 
the cameras. This process is then repeated 
to obtain the expected standard deviations 
of marker location and orientations.

Figure 10 shows the rotational accuracy 
for markers of different sizes and aspect-
ratios – the  component is set to be 0 for all 
markers. Due to the fact that all segments 
between markers need to be of different 
lengths (the minimum difference needs to 
be at least 5 mm), some smaller geometries 
are not feasible at all or behave in an unsta-
ble manner – the rotational errors for mark-
ers with  mm are well beyond usability. 
The accuracy here pertains to a marker of a 
certain geometry placed facing the camera-
system.

In real-life scenarios, the marker is 
rarely if ever positioned face-on towards 
the camera. Thus, it is important to deter-
mine the rotational accuracy of a marker 
when it is detected by the camera in differ-
ent orientations. To determine the rotational 
accuracy of a marker in different orienta-
tions, the marker geometry shown in Fig. 11 
was rotated about the x-axis, a new marker 
geometry was defined from this orientation 
and the obtained marker was again analysed 
with Atracsys Matlab Marker Analyzer.
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Fig. 11. Left: Rotational accuracy of a static marker as a function of rotation angle about the x-axis. The 
red line denotes the optimal maximum error of 0.05°.  Right: The rotational accuracy of a static marker as a 

function of rotation angle about the x-axis separated into components. 

As expected, rotating the marker 
decreases the accuracy with which it can 
be localized, as the area of the projection 
on the camera plane becomes smaller (Fig. 
11 (left)). However, in Fig. 11 (right) it can 
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As expected, rotating the marker 
decreases the accuracy with which it can 
be localized, as the area of the projection 
on the camera plane becomes smaller (Fig. 
11 (left)). However, in Fig. 11 (right) it can 

be seen that, even though most of the error 
is related to x-axis localization, rotating the 
marker about one axis introduces additional 
location errors for other axes as well. 

4. CONCLUSIONS

For the investigation, Atracsys fusion-
Track 500 unit for optical pose tracking was 
used. Initial tests were also performed with 
the Atracsys spryTrack 300; however, the 
tracking accuracy of Atracsys fusionTrack 
500 was superior. Thus, it was the unit cho-
sen for further measurements and as the base 
instrument for synthetic data constraints. 
Two types of IR diodes were tested as active 
markers – the SFH 4053 and SFH 4250-S – 
both produced by Osram. The SFH 4250-S 
was found to be more energy-efficient and 
slightly better in terms of fiducial localiza-
tion accuracy. However, the SFH 4250-S 
has a larger package and consumes more 
power overall, while the improvement in 
localization accuracy is marginal. 

To obtain the best possible angular 
accuracy when locating a marker, the area 
enclosed by the fiducials should be maxi-
mized. This, however, is limited by the 
available surface area of the HMD and 
occlusion also becomes an issue. Passive 

markers can easily be placed on antennae-
like protrusions; however, this is more dif-
ficult with active markers and the rigidity 
of the system can be challenging to achieve 
(and often adds unwanted weight to the 
HMD). A possible solution would be the 
creation of multi-face markers or the use of 
multiple markers for the localization of the 
HMD. However, the available space is still 
limited by the physical size of the HMD. 
Alternatively, a multi-camera set-up for 
high precision applications could be consid-
ered, but is likely to be relatively expensive. 

In the experiments described above, the 
LEDs were driven continuously and, due 
to the comparatively low efficiency of IR 
LEDs, the heating of an HMD with a large 
number of fiducials might be unpleasant for 
the user. This could potentially be mitigated 
by pulsing the LEDs; however, this requires 
additional efforts from the software side as 
not to lose accuracy. 
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