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Abstract: The rapid development of computer technology over the past decades has brought about countless benefits across industries and social benefits as well—constant interpersonal connectivity is facilitated through numerous communication channels and social media outlets, energy-producing enterprises employ complex machinery management systems for increased efficiency, ease of access and safety, hedge funds make use of high-frequency trading algorithms to engage in trades happening at a fraction of a second, while medical professionals use predictive technologies to diagnose diseases and forecast viral outbreaks. Widespread adoption of technology necessitated the creation of regulatory frameworks that would ensure the safeguarding of rights and regulatory and judicial supervision over the exploitation of high technology. One such framework is the GDPR, created due to the need for a comprehensive, contemporary legal regime governing the processing of personal data in a time when such data has become a commodity that is traded and sold in return for services or financial gain. However, in the authors’ view, the GDPR suffers in terms of efficacy in the context of artificial intelligence-based technologies, and full compliance of data controllers and processors employing such technologies is unlikely to be achieved, particularly in regards
to the right to information, the general principle of transparency and the right to erasure. The article provides an overview of these issues, including a discussion on the movement towards a regime of data ownership, and proposes legislative amendments as an effective method of mitigating these drawbacks.
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1. Introduction

The increasingly rapid pace at which personal computing technology has developed over the course of the previous several decades, beginning with the 1977 release of one of the first successfully mass-marketed personal computers, and the various technical innovations in the field, have made technology accessible and affordable to private individuals, unaffiliated with large research centers or enterprises, which enabled an increasingly wide range of persons to be part of and contribute to the growth of personal computing, which, in turn, only accelerated the advancement of technology. Developments in hardware engineering and software practice made computing systems capable of executing more broad and demanding programs and tasks—as processing and graphical capabilities grew, computers shifted from being used solely for calculations and primitive text input to being used for engineering, architectural design, medicine, and, especially relatively recently, to big data processing and the development of artificial intelligence systems. This paper will focus on researching the latter application—artificial intelligence (or AI)—in particular under the lens of European Union data protection regulations, and with the goal of determining whether the principles and provisions of such regulations, in particular the General Data Protection Regulation (hereinafter GDPR), are compatible with the technical nature of AI. This focus is justified not only by the increasingly common adoption of business solutions based on AI and the all-engulfing scope of the GDPR but also by the negative attitudes exhibited by some scholars on the compatibility of these two concepts, for example, opinions such as Zarsky’s that any such compatibility is null: “The GDPR’s provisions are—to borrow a key term used throughout EU data protection regulation—incompatible with the data environment that the availability of big data generates” (Zarsky, 2017, p. 996).
Coined by the American computer scientist John McCarthy in 1955 (Smith et al., 2006), the term ‘artificial intelligence’ is broad, encompasses a wide variety of characteristics, and ranges from describing such mundane services as product recommendations on e-commerce platforms (Tsesis, 2019) or entertainment picks for users of film and music streaming services (Government Office for Science, 2015) to describing the employment of algorithms to process vast amounts of data in short periods of time to engage in high-frequency trading (Government Office for Science, 2015) or to predict natural disasters or pandemics and even identify ailments by analyzing medical imagery (Pauwels, 2018). As succinctly explained by the United Kingdom Government Office for Science, AI “generally […] refers to the analysis of data to model some aspect of the world. Inferences from these models are then used to predict and anticipate possible future events.” (Government Office for Science, 2015) In the European Union legal system, one definition for AI may be found in the Ethics Guidelines for Trustworthy AI published by the independent High-Level Expert Group on Artificial Intelligence (AI HLEG), where it is described as

software (and possibly also hardware) systems designed by humans that, given a complex goal, act in the physical or digital dimension by perceiving their environment through data acquisition, interpreting the collected structured or unstructured data, reasoning on the knowledge, or processing the information, derived from this data and deciding the best action(s) to take to achieve the given goal. (AI HLEG, 2019, p. 36)

When a particular application of AI leads to decisions or conduct that affects private individuals it is likely that large amounts of personal data pertaining to those individuals was processed (and even compared to data of other individuals, as can be the case with a system designed to make decisions relating to the offering of loans to persons based on their spending and saving habits, and on the comparison of those to the habits of persons previously approved for loans); due to the capability of these systems to process large quantities of data quickly (much more efficiently and on a much grander scale than a human being could) (Tene & Polonetsky, 2013), as well as due to the fact that the results of this processing either contribute to making decisions concerning individuals or serve as the basis for automated decision-making by the machine itself, it is necessary to determine whether legislative instruments concerning data usage and privacy create an adequate regime for the regulation of such processing. In addition to concerns regarding opaque processing of personal data (Etzioni & Etzioni, 2016), government institutions and academics have raised
concerns regarding the potential of automated decision-making solutions to give rise to discrimination (Mazur, 2018) and the inability of current frameworks for regulating privacy to address “the sheer complexity and numerosity of cases of algorithmic discrimination” (Katyal, 2019, p. 100). It is also necessary to determine the extent to which legislators can aim to exert control, in particular by referring to the technical nature of these AI systems, as regulating certain characteristics may be either impossible due to technical limitations, or counterproductive due to the indispensability of these characteristics in their unadulterated form for the functioning of the systems.

In particular, of interest are those provisions of the GDPR (General Data Protection Regulation, the European framework legislative instrument regulating entities processing EU resident data (Tschider, 2018) which took effect in May 2018 (Selbst & Barocas, 2018)) that govern or concern the definition of personal data and processing thereof, principles of transparency and non-discrimination, and, especially, the right to information, the right to erasure, the right to human intervention in cases of automated decision-making and profiling (Regulation (EU) 2016/679), and others. The importance of determining the breadth of the term ‘personal data’ becomes apparent when one discusses deep learning systems; deep learning is a subfield of machine learning, which is, in turn, a subset of artificial intelligence, and governs multi-layered AI models where each layer performs a specific task of input data analysis or manipulation, and compares the conclusions, or labels assigned to the inputted data, to human-generated correct labels to adjust and improve the automated labelling process (Macuga, 2017)—if the adjustments made were based on the data of real, identifiable persons, then it is necessary to determine whether these inferred conclusions should be regarded as part of that identifiable person’s personal data. If so, it would be problematic to balance this fact with the right to erasure, as in such a case if an individual requests his or her data to be erased, for example upon the termination of a relationship with the data processor, the data processor would need not only to erase the input data itself, but also prevent the machine from exercising behavior learned by analyzing that person’s data—however, as these systems process vast amounts of data at rates faster than a human can, and do so many times over, it may be burdensome, or even impossible, to trace exactly what behavior was learned based on one particular person’s personal data. Furthermore, the workings of complex deep-learning systems that are designed for data-intensive applications have been described as a ‘black box’ (Krakovsky, 2017), meaning that due to the complexity of these
systems and the amount of data manipulation carried out by them, it can be impossible to find out how exactly a particular decision was made by the system, which puts these systems at odds with the principle of transparency and renders data processors incapable of explaining to a data subject exactly how a particular decision was reached by the automated system. Legislative efforts aiming to regulate these technologies must be “future-proof”—“the law [...] should neither hinder the advance of technology, nor require over-frequent revision to tackle such progress” (Pagallo, 2017, p. 37).

With the abovementioned taken into account, the research will focus on determining whether the European Union data protection framework is adequate to efficiently regulate the usage of artificial intelligence systems that process the personal data of European Union persons—efficiency, in this case, means clear and precise rules that, by taking into account the technical characteristics of artificial intelligence-based solutions, create a regime that ensures complete respect for fundamental rights and rights created by legislative instruments, among them the GDPR, without preventing or needlessly limiting the advancement and deployment of AI systems. Thus, the authors bring forth two hypotheses: (1) It is not possible to practice complete compliance with the requirement to ensure certain rights as they are guaranteed by the GDPR, especially by data processors employing complex machine-learning systems that process vast amounts of data through complex multistep sets of instructions; (2) It is possible to offset the possible unnecessary limitations on the deployment of AI systems by clarifying the definitions and reformulating certain provisions found in the GDPR.

In compiling this article, the authors aim to conduct interdisciplinary research connecting two domains—legal and technical. The primary method for the exploration of the hypotheses is the analysis of legal norms with reference to legal texts, academic literature from the legal field as well as academic literature from the technical field. Essentially, legal norms analysis shall constitute the primary approach to the discussion of the subject matter, with academic literature supporting such analysis.
2. Key concepts

Before carrying out the discussion of the subject matter of this article, certain key concepts, both technical and legal, must be explained. The general theme of the research is artificial intelligence, or AI—a broad term that encompasses technological solutions ranging from product recommendations on entertainment websites to algorithms facilitating high-frequency trading (Government Office for Science, 2015) to AI-powered virtual home assistants. According to the definition given by the UK Government Office for Science and mentioned in the introduction to this paper, AI “generally […] refers to the analysis of data to model some aspect of the world.” Thus, it is important to keep in mind when discussing the juridical aspects of AI that ‘intelligence’ in this context does not carry the connotation that the term holds in day-to-day conversations—rather than describing a system that is capable of independent thought that mimics an intelligent human being, at the current state of AI advancement, the term should be seen as describing machines that are able to find patterns and draw conclusions, or make guesses, based on those patterns, hence “the analysis of data to model some aspect of the world.” While ‘AI’ is used to refer to the more general field of intelligent systems engineering, the term ‘machine learning’ can be defined as the current application of the various theories and practices developed by AI researchers (Marr, 2016a; 2016b). Machine learning, defined in Intel’s iQ as “the set of techniques and tools that allow computers to ‘think’ by creating mathematical algorithms based on accumulated data” (Landau, 2016) is based on the practice of programming systems that are able to “learn” and change their behavior based on the data inputted into those systems; these systems may be unsupervised, meaning that the data given is not labelled and the system attempts to identify structures or objects based on the patterns in that unlabeled data, or supervised, meaning that certain inputs are labelled which enables the machine to create models of the world based on correctly labelled data, and then use and tweak those models when analyzing unlabeled data (ICO, 2017). A further subset is ‘deep learning’, which “involves feeding vast quantities of data through non-linear neural networks that classify the data based on the outputs from each successive layer” (ICO, 2017, p. 10). Deep-learning systems employ neurons (created to mimic the neurons present in living creatures) that are categorized in three groups, being input neurons, hidden layer neurons (where it is possible for multiple hidden layers to exist), and output neurons; after the input layer receives the data, these inputs are passed to the first hidden layer which
then performs complicated mathematical computations, or arrives at some result through Boolean (True or False) functions, and passes on the results to the next hidden layer, with connections between the neurons in these layers being assigned weights, with the end result being contained in the output layer in the form of a prediction.

Regardless of which category of AI technology is applied, machine learning or deep learning, the training of these tools and their subsequent deployment by nature requires large amounts of data, the complexity of processing of which makes it difficult for data processors to fulfil the requirement of transparency (ICO, 2017, p. 28). Another factor that requires attention is that in 2016 the amount of data generated by an average person every day was estimated at 600 to 700 megabytes, while by 2020 that number is expected to rise to 1.5 gigabytes—these amounts are an aggregate of all data-producing activities such as presence on social networks, browsing of the internet, using of services that collect data for analytics or targeted advertising, etc. (Landau, 2016) The processing of such vast amounts of personal information, which lacks in absolute transparency, and is facilitated through the use of automated systems thus limiting the scope of possible human intervention, is at risk of being at odds with some of the fundamental principles and provisions of the European Union General Data Protection Regulation. However, before initiating the discussion of the primary subject matter of the paper—that the European data protection regime in its current form affects data processors that employ automated systems to process personal data and make decisions concerning data subjects in a way that is unclear—it is necessary to explore what ‘personal data’ and ‘personal data processing’ means within the context of the GDPR.

Regarding the former, according to the definition given in Article 4(1) of the GDPR the term ‘personal data’ includes all information concerning an identifiable natural person, or the ‘data subject’; ‘identifiable natural person’ is a person that can be identified by reference to certain characteristics that comprise that person’s identity, such as name, location data, psychological and genetic traits, economic qualities, etc. (Humerick, 2018). As for the latter, Article 4(2) of the GDPR defines ‘processing’ as any operations that are performed on personal data, including the recording, storing, alteration, use, destruction, etc. by automated or other means (Humerick, 2018). Consequently, if a credit institution, when making decisions concerning loaning, employs an automated system that analyzes a person’s income, spending habits, saving habits, and previous loan repayment history, and compares that data to similar data from other customers of that institution,
such conduct indeed falls within the scope of the GDPR. In fact, Section (4) of the same Article devotes specific attention to ‘profiling’, a term which applies more precisely to the many real-life applications of AI technology and is defined as any form of automated processing conducted for the purpose of evaluating certain aspects or a particular state pertaining to a natural person, such as work performance, economic situation, interests, behavior, etc. (Humerick, 2018). This definition is of particular interest for the purposes of this paper, as the focus will be on automated systems employed in the course of business. At the same time, some do not find this (or any) provision of the GDPR to govern AI specifically—Robert Van den Hoven van Genderen (2017, p. 346) argues that “[s]urprisingly, there is no vision on the use of AI and robotics in the GDPR. These concepts are nowhere to be found in the text or recitals”. This disagreement, and the general nature of the provision related to profiling, can be explained in technical terms. For an automated decision to be made, for example, regarding a person’s creditworthiness, the use of AI techniques under their strict definition is not required; the difference between true artificial intelligence and if-statements must be kept in mind. While creditworthiness assessments using complicated AI systems provide for much greater accuracy, in a rudimentary manner they can be carried out in the following way (implemented in Python):

```python
personal_income = float(input(""))
if personal_income < 1000:
    return False
else:
    return True
```

This simple program takes the input from the computer operator in the form of a floating point number (numbers with fractional parts in case income is not a whole number, e.g., 857.50 US dollars per month) and assigns the input to the personal_income variable; then it compares the income to 1000 (or any necessary value) and outputs whether the person is eligible for a loan in a True/False form. While any necessary number of comparisons can be programmed, it will be able to provide a very simplistic answer and will require bank employees to constantly update the compared-to values, due to changes in the overall health of the economy, average salary levels, bank’s resources, etc. Using AI, on the other hand, provides for a much more accurate result due to the ability of modern computers to process vast amounts of data of all kind in real time and to establish patterns between those pieces of data. The simple implementation would satisfy the
characteristics of automated decision-making under Article 4(4) and would make the satisfaction of the requirement of explainability an easy task. However, an AI system is a much more complicated matter than a collection of if-statements and comparisons, and this complexity does not seem to be specifically addressed in the Regulation, bar the more general definition of ‘profiling’.

As mentioned in the discussion above, the GDPR defines ‘data processing’ as encompassing any operations performed on personal data; the definition includes a non-exhaustive list of operations that would qualify, among which are such actions as general ‘use’, ‘adaptation’, ‘alignment or combination’ (Van den Hoven van Genderen, 2017). Machine-learning systems employed in the course of analyzing data concerning natural persons use and combine that data in order to discover patterns necessary for making decisions or suggestions (e.g., to determine eligibility for loans (ICO, 2017)); these systems also use this data and the assessment of the correctness of prior conclusions and decisions for training and algorithm efficiency improvement purposes to provide more accurate results (Google, 2018). Thus, the subsequent operation of the machine is carried out taking advantage of the conclusions made through analyzing previously provided personal data, i.e., using the data. This means that, while data points concerning a particular data subject may not be referred to by the system (for example, if processing was based on consent (Regulation (EU) 2016/679), which the data subject withdrew later on), the actual using of that data persists throughout the operation of the system. This point will be important in the discussion of the compatibility of employing AI-based systems and of the right to erasure, enshrined in Article 17 of the GDPR (Regulation (EU) 2016/679).

With these key concepts defined, it is possible to begin the exploration of the legal issues surrounding the deployment of automated data processing systems under the regime established by the EU GDPR.
3. Requirement of transparency

Article 12 of Chapter III of the GDPR, concerned with the rights of the data subject, establishes the principle of transparent information and communication; according to Section 1, the data controller (defined in the Regulation as the person or entity that determines the purposes and means of data processing, data processor is a separate term that describes the person carrying out processing on behalf of the controller (Regulation (EU) 2016/679); one single person can qualify as both at the same time) must provide certain information, as stipulated in Articles 13, 14, 15, 22, and 34, to the data subject “in a concise, transparent, intelligible and easily accessible form, using clear and plain language” (Regulation (EU) 2016/679). Under Article 13(2)(f), the controller, in order to ensure transparency, is to notify the data subject of the employment of automated decision-making and to provide information “about the logic involved, as well as the significance and the envisaged consequences of such processing for the data subject” (Regulation (EU) 2016/679). According to Casey et al. (2019, p. 158), “the protection appears to envisage a limited right for data subjects to understand and verify the basic functionality of certain automated decision-making systems.” The nuanced technical nature of machine-learning technologies makes it difficult for data processors to provide transparent information concerning the logic behind these systems; the UK Information Commissioner’s Office (hereinafter ICO) states in its report *Big Data, Artificial Intelligence, Machine Learning and Data Protection* that “the complexity of big data analytics can mean that the processing is opaque to citizens and consumers whose data is being used” (ICO, 2017, p. 27); the entity has also mentioned that the requirement of outlining the logic behind processing in privacy notices has been argued against for the reason that “the analytics used in big data are too difficult to explain in terms that people can understand.” (ICO, 2017, p. 63) The ICO dismissed this argument by referring to the UK Data Protection Act (DPA) that requires privacy notices to explain the purposes of the processing, and does not require notices to describe the technicalities of the employed algorithms (ICO, 2017, p. 66). However, in this dismissal, the ICO seems to have disregarded the fact that while the DPA may stipulate that processors should give explanations regarding purposes and not exact methods, EU regulations take precedence; the GDPR entitles a data subject to a transparent explanation of the logic involved, in clear and plain language. Nevertheless, the ICO agrees that big data analysis is
complex and opaque; the report states that, in regard to certain services, the right to explanation/justification is likely to apply, and

In such circumstances, it may be difficult to provide a meaningful response to an individual exercising their right to an explanation [...] because, as Jenna Burrell notes in her paper on the opacity of machine learning algorithms, when computers learn and make decisions, they do so “without regard for human comprehension” (ICO, 2017, p. 54).

Moreover, if an individual is willing to challenge a particular decision regarding him or her, the effectiveness of this challenge is debatable:

If a challenge were to be made, the complainant data subject would be challenging the accuracy of a present prediction made about their future behavior. [...] The complainant data subject would therefore need to challenge the basis on which the algorithmic logic was constructed (including the training data) rather than the application to the complainant in that particular case—but this challenge could not be based on the GDPR accuracy principle as it does not relate to the complainant data subject’s personal data, but rather to the construction of the algorithm and the third party training data. (Butterworth, 2018)

This way, not solely the decision but the entirety of the system that brought it about must be scrutinized—a process which requires in-depth technical knowledge. Thus, the ICO rightfully considered this issue to be significant enough to have a section devoted to algorithmic transparency.

In discussing the maximizing of the transparency of the processes and reasoning behind suggestions or predictions output by a machine-learning system, the ICO suggests algorithmic auditing as one approach to solving the problem (Butterworth, 2018). Algorithmic auditability is the principle according to which developers of algorithms should make it possible for third parties to assess how a specific suggestion of output was reached—this approach enables transparency in explaining the logic and enables developers to trace outputs and find errors in training or the architecture of algorithms (Diakopoulos & Friedler, 2016). This goal is difficult to attain due to the complexity of these systems and their ‘black box’ nature, factors which have not prevented the creation and proposal of different methods of tracing algorithms. Among these methods is LIME—Local Interpretable Model-Agnostic Explanations—proposed by researchers of the University of Washington, which is “an algorithm that can explain the predictions of any classifier or regressor in a faithful way, by approximating it locally with
an interpretable model.” (Ribeiro et al., 2016) This algorithm identifies the traits or data points that affected a particular prediction the most, so as to determine whether the machine learning model can be trusted—while a prediction may be correct in one particular case, the model may have reached that result in a faulty way. For example, when a model that is created to label images with dogs in them is given various images of dogs to analyze and then an unlabeled similar image to identify, the machine may label the image as one depicting a dog, however it might do so by noticing that the unlabeled input and some or majority of the training images have grass on them and determining that to be the key pattern; this means that instead of identifying the object of interest, the machine identified another irrelevant feature that was present on multiple occasions and guessed that feature to be the defining characteristic. LIME and similar approaches may indeed aid data processors in explaining to data subjects how exactly certain decisions were made by automated systems in regards to the traits or patterns found by those systems, however this may not shed any light on the actual logic involved—that is, why those exact traits or patterns matter. In addition to this, there are various technologies that implement machine-learning principles with varying degrees of complexity—while approaches similar to LIME may suffice in providing transparency for less complex systems, it is possible they would not be able to explain logic and decision-making undertaken by truly big data systems. Van den Hoven van Genderen agrees, stating that “in particular, neural networks are often ‘black boxes’, in which the (decision-making) processes taking place can no longer be understood and for which there are no explanatory mechanisms” (Van den Hoven van Genderen, 2017, p. 349). Whether the inability to explain the operation of machine-learning systems completely is an issue of fundamental importance in regards to the requirement for transparency is unclear. In a recent case in the Netherlands concerning transparency in personal data processing (Henley & Booth, 2020), the lack of transparency—the inability to describe the process behind the reaching of a particular decision—has proven to be a factor. Ruling on the legality of the government’s use of SyRI, an AI-based risk indication system employed by the Dutch government “to predict the likelihood of an individual committing benefit or tax fraud or violating labour laws” (Henley & Booth, 2020), and the adequacy of the accompanying legislation the Court expressed its opinion that “the SyRI legislation contained insufficient safeguards against privacy intrusions and criticized a ‘serious lack of transparency’ about how it worked”, particularly due to the algorithm the system uses being secret (Henley & Booth, 2020). Additionally, by deploying the system in poor neighborhoods and in the
absence of more information, the system may “amount to discrimination on the basis of socioeconomic or migrant status” (Henley & Booth, 2020), while regarding the “fair balance” required by the European Convention on Human Rights, the Court stated that the legislation failed to achieve such between the objective of preventing welfare fraud and the violation of privacy (Henley & Booth, 2020). This court ruling shows the reluctance of courts operating within the European legal system to dismiss the principle of transparency in assessing the compatibility of employed technologies with privacy law. What is particularly important is that the SyRI system was used by a public body to combat fraud; in cases involving private entities employing AI-based data processing for the financial benefit, the judiciary is even less likely to be lenient.

4. Compliance with the right to erasure

An important right guaranteed by the GDPR is the right to erasure (or the right to be forgotten) enshrined in Article 17 (Regulation (EU) 2016/679). In its essence, this right provides a data subject with the ability to compel the data controller to erase personal data without undue delay. The compliance of data controllers and processors with this right is not difficult to achieve when the data is being used in a strictly structured and traceable manner, for example by an insurance provider that keeps client information concerning a natural person and uses it to process claims. In this case, if the person exits their contract with the provider and requests erasure, the provider simply needs to destroy all files relating to this person and not necessary for the fulfilment of contractual obligations with another person (e.g., if the two persons were parties to the same claim and only one exited their contract). The situation becomes less clear when the data concerned is used in a less straightforward and more opaque way (Temme, 2017), by an AI-based system. This is explained by referring to the conclusion the authors reached when discussing the definition of ‘data processing’. As mentioned, the definition includes various operations that may be performed on the data, including general use, which becomes problematic when the learning nature of AI is taken into account. To be able to reach any result at first and then more accurate results, machine-learning systems must be trained; the various training techniques are irrelevant in this discussion, as all techniques make use of data processing in slightly different ways. When a system is trained, the need to refer to the original data is not constant
as it has already been used once for algorithm training; the original data is accessed when a direct referral to it is made, for example, when a loan eligibility assessment tool is instructed to engage the particular subject’s data in order to make a decision concerning him or her. When this referral is not made, the data stays idle in the system. A natural assumption would be that in order to comply with the right to erasure, the computer operator simply needs to delete the original data from the storage medium (when a bank client decides to sever their relations with a banking institution, the institution is no longer concerned with the possibility of that subject requesting a loan from that institution). This, however, does not account for the effect the initial insertion of that data has on the continued operation of the entire machine. In order to illustrate this, the various temporal points of operation can be regarded as states of the ML-based model, which are the collections of usages of input data. During the initial training, the labelled input data is analyzed and manipulated by the model to find patterns enabling the model to output results relevant to the model’s purpose—a film review classifier would search for words and phrases that hint at a review being positive or negative using the assigned labels and upon feeding of new unlabeled input data would use discovered patterns to label it. This new, machine-labeled data can then be used for re-training or continuous training, depending on the exact learning techniques used. Thus, upon each re-training the model would enter into a new state. As mentioned above, the initial data is no longer accessed by the model; however, the patterns found due to the using of that data persist. This is problematic, as the right to erasure invokes an assumption that with the erasure the using of the data ceases, and the data subject is “forgotten”, which is not exactly the case in regards to the abovementioned states. Moreover, the object of training data containing personal information cannot be separated from the concept of the model that makes use of this training data—the accuracy of the model is directly influenced by the correctness and the extent of the balance of the training data. This, in turn, makes the economic benefit derived from the operation of the model directly dependent on personal data.

When an AI-based system is in operation, it continuously makes use of all data that has been inserted and that it was, and is being, trained on, including the data that has been removed from the device the model is run on but that has already gone through the model. In the context of personal data protection, this creates a situation where personal data does not cease to be exploited by the operator of the model for financial gain. Referring once again to the GDPR, in recital (7) it is stated that “natural persons should
have control of their own personal data” (Regulation (EU) 2016/679). This sentiment of control over one’s own data, coupled with the right to erasure and data portability, directs towards the identification of a quasi-property right over personal data without directly establishing an explicit property right. According to Boerding et al. (2018, p. 331), although “the GDPR does not provide specific regulations for any form of data ownership,” the right of erasure which allows individuals to order data processors/controllers to destroy personal data without undue delay grants those individuals “a power of exclusive disposition concerning the processing of personal data that is […] comparable with the power of the owner over his property” (Boerding et al., 2018, p. 331) while the principle of data portability “can be seen as another step towards a (privacy-based) concept of data ownership” (Boerding et al., 2018, p. 332). Boerding et al. also consider the requirement of a free flow of personal data in the EU under the ePrivacy Directive to be a reference to the free movement of goods which “indicates that data is considered as a transferrable asset or at least as comparable to tangible goods” (Boerding et al., 2018, p. 332). Generally, information in the digital age is often seen as a commodity that is traded by data holders to service providers in return for goods and services, for example, where users may allow companies like Google to analyze the data contained in their emails in return for greater storage space (Prins, 2006). The authors of this article are of the opinion that with the GDPR entering into force, a strong case can be made regarding the establishment of data ownership enjoyed by natural persons of their personal data—indeed, the Regulation created a framework where individuals have control over how and for what purposes their data is processed and where data used by legal persons in the furtherance of their business-related interests is provided strong safeguards akin to those that exist to prevent bad faith exploitation of tangible assets.

Going back to the discussion of the effect of initial training data on the model as a whole, even when personal data is removed from storage mediums, it essentially continues to be exploited by the model to make further predictions. This means that when an individual severs ties with the data controller/processor and withdraws consent in regards to the processing of their data, the model operator still continues to use that data for the furtherance of their interests. Thus, a situation is created where a regime of data ownership is created over personal data that carries with it certain property rights, which are not in this case satisfied (according to Boerding et al., 2018, p. 331, the right to erasure “could be understood as a negative dimension of an exclusive right, i.e., the power to exclude others from using
one's property”). Even if the discussion departs from the argument that a regime of quasi-property rights is established over personal data, some scholars argue that inferences created “through deduction or reasoning rather than mere observation or collection from the data subject” (Wachter & Mittelstadt, 2019, p. 508) should be seen as part of personal data granting those the safeguards contained in the GDPR.

4.1 Compliance with the right to erasure computer storage

Additionally, the right enshrined in Article 17 must be examined in the context of the phrasing of its supplementary name—the right to be forgotten (Regulation (EU) 2016/679)—and of the way how computer memory functions. This concept has been brought to the forefront in the ECJ case C-131/12, in which a Spanish citizen brought action against a Spanish newspaper and Google, Inc. arguing that the plaintiffs infringed on his right to privacy; the person had been a party to a bankruptcy auction in the course of which his home was repossessed, and which was published as per Spanish law in the newspaper. When searching for the person’s name on Google, the results linked to this past incident. The ruling was in favor of the Spanish citizen, with the court deeming Google a data controller and affirming the right of data subjects to request search engine providers to remove results containing personal information (Villaronga et al., 2018, p. 305). Villaronga, Kieseberg and Lie (2018) argue that the application of this right to be forgotten clashes the intentions of the regulators with the complexity of technical environments; in fact, they state that

While ‘data deletion’ may seem to be a straightforward topic from the point of view of many regulators, this seemingly simple issue poses many practical problems in actual machine learning environments. In fact, ‘data deletion’ requirements can be considered to actually border on the edge of impossibility. (Villaronga et al., 2018, p. 305)

This is due to the technical nuances of computer memory and databases functioning.

Databases are programs used for the structured storing and efficient provision of data, which is stored in files structured in mathematical tree form; trees are data structures that allow for fast searching and retrieval of information (Villaronga et al., 2018, p. 308). Modern databases must be consistent, durable, and allow for isolation of parallel transactions; in order to fulfil these requirements, databases possess certain features, such as the
ability to audit transactions (controlling what data was changed at what time and by whom), intended rollbacks (in case of a crash, the database must store enough history on previous states to be able to roll back incomplete or corrupting transactions), and backups (Villaronga et al., 2018, pp. 308–309). Thus, it is possible that any particular piece of data is stored at various database locations and backups. If, in order to fully comply with the right to be forgotten, information must be deleted permanently, the memory spaces containing that information must be identified and overwritten; however, in cases such as with database transaction logs, this “is especially impossible without seriously endangering the consistency of the database, or even simply breaking it altogether” (Villaronga et al., 2018, p. 309).

When a deletion request is communicated to the database, instead of overwriting the data, the space is marked as deleted and hidden from search indexes, as actual overwriting would seriously impact performance. The database searches for the relevant information proceeding through memory spaces until the one containing the information is found, the space is then marked for deletion, linked by the garbage offset (a collection of deleted and free space), and moved from the list of active records to the garbage offset-linked list, linking to itself and severing the connection to adjacent memory spaces. When additional spaces are marked to be deleted, they are linked into the deleted records list, and when a space is required to store a new record, the garbage offset list is searched for suitable space to overwrite. A figure illustrating this process in the context of a single tree page is provided in the paper. (Villaronga et al., 2018, p. 309).

From this, it is evident that when the computer operator deletes data in a database, it is not actually removed but is instead hidden from being searched for, and may stay in its memory space for a long time until that space is reused. In the context of AI, the effects of data removal, in the general sense, have implications in regards to the operability of the system; research has been conducted into effects of deletion of single data points in systems that use pre-calculated results as reference data, extract patterns, and then use the learned rules on new data, with results fed back into the ‘knowledge base’ in order to train for next runs1—while deletion of randomly-selected single data points did not have a large-scale effect, this research does not account for real-life situations where people who want their data deleted might possess certain important commonalities (Villaronga et al., 2018, p. 310), which might greatly affect the accuracy of subsequent results.

---

1 Such algorithms require the different sets of data to be similar in terms of data structure and statistical properties.
5. Proposals

The issues of compatibility of the new European data protection regime with contemporary AI-based solutions and the direction that the development of AI is undertaking seem to lie with the ambiguity of certain key provisions of the GDPR when applied to these solutions. The requirement of transparency and the right of explanation in “clear and precise language” is easily satisfied where data processing is carried out in a conventional manner—for example, storage of personal information in physical form by an insurer, which is accessed by a human when claims arise, is straightforwardly explainable to the data subject. However, when processing is as opaque and all-engulfing as it often is when AI-based solutions are introduced, it is near to impossible to explain the procedure or the extent of the processing in layman’s terms. This can be attributed to several factors.

First and foremost, in order to gain a detailed understanding of any technology-related subject one should ideally possess a significant degree of knowledge of contemporary technologies; however, the description of the functioning of many daily-used technologies can be relayed without much field-specific jargon. For example, in order to make calls, mobile devices make use of radio waves to transmit voice data over a network. AI, on the other hand, is often at the crossroads of multiple scientific fields—computer science, mathematics, statistics, neuroscience and, in some cases, even linguistics (Hu, 2019). What complicates the matter further is that even when the scientific domain of AI-based solutions is limited, the increasing complexity of those solutions, in turn, make explaining their functioning increasingly complicated, and even impossible (the ‘black box’ concept (Krakovsksy, 2017)).

As it currently stands, the text of Article 15(1)(h) of the GDPR is as follows:

The data subject shall have the right to obtain from the controller confirmation as to whether or not personal data concerning him or her are being processed, and, where that is the case, access to the personal data and the following information [...] (h) the existence of automated decision-making, including profiling, referred to in Article 22(1) and (4) and, at least in those cases, meaningful information about the logic involved, as well as the significance and the envisaged consequences of such processing for the data subject. (Regulation (EU) 2016/679)
As discussed in this paper, the possibility of provision of “meaningful information about the logic involved” is unlikely due to the complexity of that type of logic. In order to make the requirement of transparency more adequate in the context of AI-based solutions, the Article could be amended as follows:

the existence of automated decision-making, including profiling, referred to in Article 22(1) and (4) and, at least in those cases, meaningful information about the attributes of the data subject that are most likely to influence or direct the process of automated decision-making, as well as the significance and the envisaged consequences of such processing for the data subject.

Such an amendment would allow employees of data controllers who do not possess the specialized technical knowledge to explain data processing in terms of the most relevant characteristics rather than logic in general—e.g., in cases of automated loan offer approval technologies, the data subject would be informed that his or her income level, spending and saving habits are most likely to play a role in determining whether a loan shall be offered to him or her.

Regarding the right to erasure, Article 17 of the GDPR, which establishes the right to erasure (Regulation (EU) 2016/679), does not specifically address the exercise of this right in the context of AI-based data processing. Due to the implications of quasi-property right and the regime of, essentially, data ownership, this creates a lack of clarity, as discussed above. Training data cannot functionally, nor legally, for this reason, be separated from the model as the accuracy and thus the economic benefit derived from the operation of the model is directly dependent on personal data that is used to train it. This juridical ambiguity can be avoided if a section is created that tackles the handling of trained and continuously operational models. A possible wording would be the following:

Where the controller makes use of automated decision-making based on artificial intelligence to process personal data, the request by the data subject for the erasure of personal data shall be considered satisfied when such personal data in a readily accessible form is removed from the storage media it is stored on.

Here, the “readily accessible form” would refer to digital objects containing the personal data which can be viewed by persons without the use of specialized equipment or software upon being accessed—text files, spreadsheets, etc.
In order to address the peculiarities of computer memory and storage management (discussed in the section on databases and the functioning of the mechanism of information deletion), an additional section may be added to Article 17 of the GDPR which may be worded as follows:

Upon the receipt of an erasure request, the erasure request shall be considered satisfied when the personal data is removed from the storage media it is stored on in a manner that does not allow reproduction without specialized tools.

While amendments and additions of this sort may fill some gaps in legislation as it is applied to artificial intelligence-based solutions, this solution, considering the rate of the advancement of AI and the ever-increasing interest in these technologies by economic actors, is likely to be temporary. To tackle these issues more efficiently, the authors are of the opinion that it is necessary to create a separate piece of legislation dedicated exclusively to regulating personal data processing by means of AI-based systems. This legislation should be created not solely by professionals in the legal field, but through cooperation with engineering and computer science experts in order to ensure that the provisions take into full account the technical nature of the regulated matter and provide the most efficient safeguards and regulations considering those technical peculiarities.
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