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Abstract

The characteristics of blockchain such as tamper-evident and distributed can effectively solve the increasingly prominent security and privacy issues in engineering pavilions, however, the current throughput of mainstream blockchain platforms is far from meeting the demand for rapid chain-up of massive data in engineering pavilions, and the high redundancy storage mechanism adopted by traditional blockchain cannot be applied to engineering pavilion scenarios. To address the above problems, based on vectorized image processing technology, a hierarchical blockchain architecture is first proposed to store block data in multiple distributed cloud servers and edge servers in a hierarchical manner to cope with the growing data volume in the industrial Internet. Then based on the topology between edge servers, a blockchain network slicing algorithm is designed based on an improved complex network association partitioning algorithm, which improves the blockchain network throughput while shortening the slicing time. Finally, the impact of block broadcast time on throughput is demonstrated by formalizing the block broadcast process as a spanning tree, based on which a spanning tree-based intra-slice master node selection algorithm is proposed to further improve the throughput of the blockchain network. The analysis and experimental results show that the proposed scheme effectively reduces the partitioning time of the blockchain network and the broadcast time of the blocks within each partition. Compared with the classical association partitioning algorithm, this paper's partitioning algorithm can reduce the partitioning time by about 36% without sacrificing the quality of partitioning when partitioning a large-scale network.
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1 Introduction

The engineering hall, an important application scenario for 5G, is driving industrial production efficiency and productivity to unprecedented levels [1]. Currently, the Industrial Internet is widely used in different commercial and industrial domains such as smart grid, e-commerce, energy control and efficient logistics [2]. However, the centralized architecture used in industrial Internet systems raises security and privacy concerns and may have a single point of failure to provide stable services [3]. These issues are becoming increasingly prominent as the number of devices connected to the industrial Internet continues to grow.

Blockchain is a distributed shared ledger, an irreversible public database that enables unrelated participants to reach consensus on the occurrence of a specific transaction or event without the need for centralized authorization. The characteristics of blockchain, such as tamper-proof, decentralized and traceable, can effectively solve the security and privacy issues in the industrial Internet. However, the combination of the two still faces many challenges, which are summarized in the following two aspects.

Insufficient throughput: The large amount of data collected and generated by industrial Internet devices needs to be stored securely, efficiently and in real time. However, the current throughput (Transactions Per Second, TPS) of mainstream blockchain platforms is far from meeting the demand for rapid on-chain storage of massive data in the industrial Internet [4-5].

High storage pressure: Blockchain applications in different scenarios are enhanced by its high redundancy storage mechanism (each node stores a complete copy of the ledger) which enhances the openness and transparency of data and ensures that the data is not tampered with. However, on the other hand, this will bring huge storage pressure to the blockchain, and the high redundancy storage mechanism adopted by traditional blockchain cannot be applied to the industrial Internet scenario.

The sharding technology, which was initially applied in the database field, is the most direct and effective means to improve the throughput of blockchain [6-7]. The application of sharding technology to blockchain is to split the original blockchain network into several small-scale blockchain networks, each of which consists of a part of the original network, called "sharding". Transactions in the entire network are distributed to different slices for parallel processing, thus increasing the throughput of the blockchain in an approximately linear manner [8-9]. In the literature [10], a public chain-based sharding scheme ELASTICO is proposed. In each consensus cycle of ELASTICO, participants are required to compute a Proof of Work (PoW) answer, which is used to configure the shards. Each slice uses the Practical Byzantine Fault Tolerance (PBFT) consensus algorithm to verify transactions, and the consensus results are submitted to the final slice, which is responsible for generating the final decision on the consensus results of the other slice. Finally, the decision result will be returned to update the other slices. However, ELASTICO needs to reconfigure the slices after each consensus round, and any slice needs to store the block data of all other slices in the network, which causes a waste of computation and storage resources. To solve the problems of ELASTICO, a sharding protocol called OmniLedger was proposed in the literature [11]. It uses a distributed random number generation scheme and verifiable random functions to configure the sharding, which reduces the computational overhead of the sharding process. However, OmniLedger needs to broadcast to the whole network when processing cross-slice transactions. RapidChain designs an inter-slice routing protocol to quickly verify cross-slice transactions and reduce communication overhead. However, RapidChain is designed based on the assumption of
network synchronization and its performance in asynchronous networks has not been verified. The literature [13] proposes Monoxide, a horizontally scalable slicing protocol, by designing a specific asynchronous consensus region so that the throughput can increase linearly with the number of consensus regions and does not degrade the decentralization of the system. In addition, Monoxide designs a PoW scheme for amplifying the arithmetic power so that the effective arithmetic power of each region remains the same as that of the whole network, thus guaranteeing the security of each slice.

While most of the existing slicing protocols are built on the basis of public chains, the slicing protocols of federated chains have been rarely explored. Since public chains allow any node to join and the block data is completely public, it is necessary to increase the cost of node mischief with a large number of complex calculations to improve the security of the network when slicing public chains. However, nodes in a federated chain are authenticated by a Certificate Authority (CA) and join the network, and they usually only fail to participate in the consensus process as expected due to downtime, network latency, etc. [14]. Thanks to the closed nature of the federated chain network, the literature [15] proposes a federated chain sharding protocol MDIoTSP that does not require complex computations to secure the network, which is able to shorten the block generation cycle while maintaining the same throughput as ELASTICO. However, its sharding configuration process only considers the geographical location of nodes and lacks a sharding reconfiguration process, which makes the network may not continue to work properly after long-term operation due to the failure of some nodes and reduces the robustness of the system.

Although the aforementioned literatures have addressed the performance bottleneck of blockchain to some extent, none of them is designed for industrial Internet scenarios, and they fail to consider the problem of insufficient blockchain capacity. Therefore, there is an urgent need to design a new blockchain architecture to cope with the huge amount of data from the industrial Internet.

To address the above needs, this paper proposes a Hierarchical Sharding Blockchain (HSChain) based on vectorized image processing technology. The key idea is to divide the blockchain network into multiple shards based on the topology between nodes, and to select the master node for each shard that minimizes the block broadcast time. Each slice runs the PBFT consensus algorithm on a set of disjoint transactions for verification. The successfully verified transaction blocks of each slice within a consensus cycle (epoch) are packaged by the master node into a compressed block, which contains a "pointer" to these transaction blocks. Each edge layer slice periodically offloads the transaction blocks to the cloud blockchain layer for storage, and only the smaller compressed blocks are stored locally.

2 Vectorized image processing techniques

2.1 Remote sensing image restoration processing

Following the imaging principle of remote sensing images and the general steps of image restoration processing, a mathematical model of remote sensing image degradation is established, which needs to reflect the causes of remote sensing image degradation and represent them in the form of functions to derive the degradation function of remote sensing images [16-18]. In this paper, the initial remote sensing image is denoted by \( f(x, y) \), where \( x \) and \( y \) are the pixel values in the horizontal and vertical directions of the initial image, respectively. In addition, the degradation function of the remote sensing image is \( h(x, y) \), and the degraded remote sensing image can be obtained by convolving the degradation function \( h(x, y) \) with the initial remote sensing image [19]. An additive noise term is introduced along with the degraded remote sensing image response, which is denoted
The main purpose is to simulate the noise interference generated during the generation or transmission of remote sensing images. The final result of the degradation of the remotely sensed image is derived, i.e. \( g(x, y) \), the recovery function of the image can be derived by inverse analysis of the degradation function, but since the general degradation process and the noise distribution cannot be accurately described, an approximate estimate of the original image is derived, denoted as \( F(x, y) \). Under this model, the relationship between the degraded image and the original image can be derived as:

\[
g(x, y) = h[f(x, y)] + n(x, y)
\]  

(1)

In the process of remote sensing image recovery processing, assuming that the degradation function is linearly invariant, then after the derivation it can be obtained as

\[
h(x, y) = \frac{[g(x,y) - n(x,y)]}{f(x,y)}
\]  

(2)

The preprocessing of remote sensing image recovery is divided into several steps, such as binary image conversion, grayscale equalization, image enhancement, noise removal, and atmospheric radiation correction, etc. The main purpose of the preprocessing is to remove the noise interference in the original remote sensing image, enhance the characteristics of the base image, and convert the original remote sensing image into a format that can be directly processed by computers [20-21].

The derived degradation function \( h(x, y) \) can be derived by doing the deconvolution derivation process, and the process of remote sensing image recovery function operation is shown in Equation (3).

\[
H(x, y) = h^{-1}[h(x, y)]
\]  

(3)

The FAST corner point detection method is used to detect the feature points in remote sensing images, and the detection results of the feature corner points are used as the starting diffusion coordinates of the image recovery function [22-23]. Assuming that the covariates corresponding to the fitted straight lines of 2 adjacent feature points under the recovery function can be expressed \((a_1, b_1)\) as and \((a_2, b_2)\), the coordinates of the feature corner points are

\[
\begin{align*}
\hat{x} & = \frac{b_1 - b_2}{a_1 - a_2} \\
\hat{y} & = \frac{a_1 b_2 - a_2 b_1}{a_1 - a_2}
\end{align*}
\]  

(4)

Taking the solved coordinates of the feature corner points as the recovery starting point, the remote sensing image is iterated with the derived recovery function by doing diffusion convolution, and the recovery result of the closest approximation to the original image can be estimated by iterative operations. The iterative process can be expressed as follows.
\[ F(x, y) = f_k(x, y) \left[ h(-x, -y) \ast \frac{f(x, y) \ast h(x, y) + n(x, y)}{h(x, y) \ast f(x, y)} \right] \]  

(5)

Where the parameter \( f_k(x, y) \) represents the coordinates of the FAST feature corner points, and \( F(x, y) \) is the remote sensing image recovery result.

### 2.2 Remote sensing image target contour vectorization processing

On the basis of the remote sensing image recovery results, the FAST corner point detection method is used to realize the vectorization processing of the target contour in the remote sensing image, and the specific processing flow is shown in Figure 1. According to the processing flow in the figure, firstly, the multi-scale area morphology segmentation processes the remote sensing recovered image and extracts the target area, then the corner point detection method is used to record the boundary points of the target area and extract the corner points on the boundary curve, and finally the corner points are adjusted by using the geometric constraints and connected in a fixed way, so that the vectorization results of the target contour of remote sensing image can be obtained [24-25].

**Figure 1.** Flow chart of target profile vectorization processing

In the process of target contour corner point detection in FAST, a pixel in a remotely sensed image can be identified as a target contour corner point if it has a large difference in gray value from a
sufficient number of pixel points in its surrounding neighborhood [26-27]. Based on the above detection principle, multiple steps are taken to derive accurate focus detection results, respectively. In order to reduce the computational effort of target contour corner point detection and improve the efficiency of corner point detection, the target location of the remote sensing image is first determined and the target boundary is sampled and processed. The key points on the target boundary are selected to represent the boundary, however, the target contour is not a regular graph, so the curvature of the edge contour needs to be calculated to derive the corner point detection results [28]. The smoothing of the target boundary in the remote sensing image is achieved using the filter no, followed by the calculation of the curvature on the target contour curve using the following equation.

\[
k(u, \sigma) = \frac{x_u(u, \sigma) y_u(u, \sigma) - x_u(u, \sigma) y_y(u, \sigma)}{\left(x_u(u, \sigma)^2 - y_y(u, \sigma)^2\right)^{3/2}}
\]

(6)

Where \(u\) and \(\sigma\) are the arc length and scale parameters of the target contour, respectively. The solution of other parameters can be expressed as

\[
i_j(u, \sigma) = i(u) \otimes g_j(u, \sigma)
\]

(7)

Where the values of \(i\) is \(x\) or \(y\), the values of \(j\) is \(u\) or \(uu\), and the corresponding \(g_u(u, \sigma)\) and \(g_{uu}(u, \sigma)\) are the first and second order derivatives of \(g(u, \sigma)\) with respect to \(u\), respectively. The operator \(\otimes\) denotes the convolution operation. The curvature of the target contour can be solved by substituting the solution result of Eq. (7) into Eq. (6).

The curvature of the reference contour can extract all the corner points in the target contour, however, there are focal points generated by edge noise interference and rounded corner points in the detection results of corner points, so the erroneous corner points containing the above-mentioned cases need to be eliminated in the extraction process of the target contour focal points [29-30].

The transformation method of mathematical morphology is used to refine the processing of the target contour corresponding to the corner points and set the vectorization constraints. To ensure the efficiency of vectorization processing of the image, geometric right angle constraints are set. The initial vectorization result is obtained by connecting the adjacent corner points in a clockwise manner with the recovery feature corner points as the starting point, and connecting the neighboring corner points in a straight line segment in the first and last order. Then, the midpoint, slope and length of the frontal line segment between any two corner points are calculated. The deviation between the straight line segment and the main direction is calculated separately. Taking the number of edge points at a certain interval as a step, set the main direction of the contour corner point calculation as \(\theta\), adjust the slope of each straight line segment to \(\theta\) or \(\theta + 90^\circ\), combine the frontal length and midpoint position coordinates of the initial straight line segment, adjust the position of the target contour corner point, and obtain the final vectorization result.

3 Experiments and results analysis

3.1 DPol consensus algorithm design

DPol calculates the importance score of a node using the node's time to find random numbers, as well as the node's activity, transaction volume and reputation value. The SHA256 hash function is
introduced to calculate the time taken by nodes to find random numbers to enhance the importance of nodes with higher arithmetic power. The longer a node takes to find a random number, the worse its arithmetic power is, and therefore the less important it is. When a node finds Nonce, it immediately broadcasts it to the whole network. To reduce the difficulty of the hash calculation and the arithmetic power spent on finding random numbers, the last 4 digits of the timestamp in the last block are set to the random number (Nonce) required in the hash calculation, and the percentage of the time to find Nonce, $Ltime$, is used as a factor to evaluate the importance score. The $Ltime$ of the top 80% of nodes is recorded as the average of the time spent by the node to the time spent by the last place; the $Ltime$ of the bottom 20% of nodes is recorded as 1. The activity and transaction percentage of the previous round are introduced to fully evaluate the importance of the node in the current consensus round. After a node initiates a transaction, it needs to broadcast it to the whole network immediately. On the basis of nodes agreeing to the transaction, these nodes will broadcast this transaction to the whole network again. The transaction volume of a node involved in a consensus round is recorded as the transaction volume of that node, and the total transaction volume of the whole network in a consensus round is recorded as the total transaction volume. In each consensus round, the ratio of the node's participation in broadcasting to the total number of broadcasts in the system is taken as the activity, denoted as $aValue$, and the ratio of the node's participation in transaction volume to the total transaction volume in the system is taken as the transaction share, denoted as $iTrade$.

1) Voting reputation function

To improve the motivation of nodes to vote, a voting reputation function is established. Based on the number of nodes participating in each consensus round, the voting reputation value of the nodes is calculated, and the more nodes participate in voting, the smaller $vCredit$ is, and the increase in $Credit$ has a boosting effect, as an incentive for most nodes to participate in voting. In the Byzantine fault-tolerant algorithm (PBFT), the Byzantine nodes can tolerate at most one-third of the total number of nodes in the system to "betray", that is, if more than two-thirds of the nodes are normal, the whole system can work normally. Borrowing from the PBFT algorithm, this paper stipulates that as the number of votes decreases, the nodes will receive less revenue. The voting reputation is defined as follows.

$$vCredit = \begin{cases} \sum_{i=1}^{k} X_i \geq \sum_{i=1}^{k} Y_i, m \geq \frac{2}{3} n \\ \frac{n-m}{n}, m < \frac{2}{3} n \end{cases}$$

(8)

Where $m$ is the number of nodes participating in voting in the current round; $n$ is the number of summary points in the current round; $k$ is the number of completed consensus rounds from the time the system starts operation; $X_i$ is the number of times a node votes normally in the $i$ th consensus round, and multiple votes can be conducted within a node group until the bookkeeping node is elected and the group rotation ends; $Y_i$ is the number of times the node does not vote in the $i$ th consensus round.

2) Bookkeeping reputation function

To reduce the probability of successful block creation by a malicious node, a bookkeeping reputation function is established to evaluate the bookkeeping reputation value in this round. The successful or unsuccessful bookkeeping behavior of the node in the $i$ th round is used as
an influencing factor to calculate the credibility value of the node in the $i+1$ th round. The bookkeeping reputation is defined as follows.

$$aCredit = \begin{cases} 
1, & \text{non-booking node in round } i \\
\frac{M}{T_{i-1,i}}, & \text{booking node in round } i 
\end{cases}$$

(9)

Where each consensus round generates one block; the non-bookkeeping node in the first round is uniformly set to 1; if the bookkeeping node succeeds in bookkeeping, the value is 1, otherwise it is 0. denotes the block-out time (in min) in the first round.

Importance evaluation process: each node finds Nonce by hash calculation according to the currently set difficulty value, and when each node finds Nonce, it immediately broadcasts it to the whole network, and then finds a random number of nodes and calculates the importance score $iValue$ of the node by combining the four values of $Ltime$, $aValue$, $iTrade$ and Credit. $iValue$ is calculated as:

$$iValue = aValue + iTrade + Credit - Ltime$$

(10)

It reduces the probability of a node with stronger arithmetic power to obtain bookkeeping rights, increases the weight of reputation value, transaction volume and activity, dynamically evaluates the importance of nodes, strengthens the influence of reputation value on the competition for bookkeeping rights, and helps to reduce the occurrence of mischievous behavior of miner nodes.

The nodes of the edge layer blockchain network are served by CA-authenticated edge servers, which usually only fail to participate in the consensus process as expected due to downtime and network delays, but the possibility of nodes being maliciously hijacked cannot be ruled out. Therefore, the reputation mechanism is introduced and the reputation value is used to describe the trustworthiness of the nodes. The reputation status of nodes can be classified into four categories, ST0, ST1, ST2, and ST3, depending on their reputation status. The reputation status of nodes changes with their behavior in the consensus process, and nodes that perform well in the consensus process are rewarded with reputation value, and the reward formula is

$$r_i^f = r_i^f + r_{\text{reward}}$$

(11)

Where is the reputation value of the first node in the first slice and is the rewarded reputation value. Nodes that make wrong decisions in the consensus process are penalized by the reputation value, and the penalty formula is

$$r_i^f = r_i^f - r_{\text{punishment}}$$

(12)

Where is the reputation value of the penalty, and the values of and can be adjusted according to the actual application scenario.

Based on the access mechanism of the federated chain and the description of nodes' trustworthiness status by the above reputation mechanism, malicious nodes will be isolated from the network. Therefore, when slicing the edge layer blockchain network, there is no need to ensure the security of the blockchain network after slicing through complex calculations. Based on the topology between edge servers, the edge layer blockchain network can be represented as a matrix in the form of.
Where is the adjacency matrix of the edge-layer blockchain network, which is used to depict the connectivity between the nodes. It means that there are edges between the nodes and are connected; it means that there are no edges between the nodes and are connected and need to be forwarded by other nodes to communicate, and it is specified.

For an edge-layer blockchain network with $n$ nodes, the improved FN algorithm consists of the following execution steps.

Step 1: The network is initialized into $n$ slices, i.e., each node acts as a slice each. At this point $Q = 0$, and satisfies the following equation.

\[
e_{ij} = \begin{cases} \frac{1}{2m}, & n_i \sim n_j \\ 0, & \text{other} \end{cases}
\]  

(14)

\[
a_i = \frac{k_i}{2m}
\]  

(15)

Where is the degree of the node with edges connected to it.

Step 2: Iterate through the pairs of connected edges and determine whether the constraints are satisfied after merging the pairs.

\[
\text{card}\left( s_i \cup s_j \right) \leq 100
\]  

(16)

The function is used to calculate the number of elements of a finite set. Equation (16) is used to control the size of the merged slice to ensure that each slice contains no more than 100 nodes and to reduce the number of computations. If the slice pair satisfies Equation (16), the merged

\[
\Delta Q_{ij} = e_{ij} + e_{ji} - 2a_i a_j = 2(e_{ij} - a_i a_j)
\]  

(17)

Then, according to the principle of the greedy algorithm, the slice pair that can increase $Q$ the most or decrease it the least is selected and merged from the slice pairs that satisfy (16). After each round of merging, update the corresponding, and sum the rows and columns of the corresponding, slices in the matrix, and then calculate.

Step 3: Repeat Step 2 to continuously merge the slices until the convergence condition is satisfied.

\[
\forall s_k, s_i \in S, \quad \text{card}\left( s_k \cup s_i \right) \geq 100
\]  

(18)

The physical meaning of Equation (18) is that continuing to merge any two slices in the network will result in a merged slice size greater than 100. With the help of Equation (18), the improved FN
algorithm in this paper can reduce the number of merging rounds and thus improve the time performance of the algorithm. To avoid low credibility nodes from affecting the consensus process of the network, the node authority is classified according to the credibility status of the nodes, as shown in Table 1.

Table 1. Classification of node permissions

<table>
<thead>
<tr>
<th>Node Credibility Status</th>
<th>Ability to run for master node</th>
<th>Ability to participate in consensus</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST3</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>ST2</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>ST1</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>ST0</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

3.2 Performance Analysis

The two performance metrics are slice time and slice result Q-value, and the comparison scheme is the classical association partitioning algorithm FN algorithm, and the experimental results are averaged over multiple runs. First, we compare the time spent by both algorithms for the same network partitioning to verify the performance of the improved FN algorithm in reducing the partitioning time. Then the modularity Q values of the two algorithms are compared for the same network after binning to measure the binning quality of the improved FN algorithm. The datasets used for the experiments are five relational network graphs from Stanford University's large network dataset site and MarkNewman's personal dataset site, and the size information of the five networks is shown in Table 2.

Table 2. Basic information of the data set

<table>
<thead>
<tr>
<th>Number</th>
<th>Network Name</th>
<th>Number of nodes</th>
<th>Number of edges</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Dolphin social network</td>
<td>62</td>
<td>159</td>
</tr>
<tr>
<td>2</td>
<td>American college football</td>
<td>115</td>
<td>613</td>
</tr>
<tr>
<td>3</td>
<td>Neural network</td>
<td>297</td>
<td>2359</td>
</tr>
<tr>
<td>4</td>
<td>Email-Eu-core network</td>
<td>1005</td>
<td>25571</td>
</tr>
<tr>
<td>5</td>
<td>Political blogs</td>
<td>1490</td>
<td>16718</td>
</tr>
</tbody>
</table>

The target contours were vectorized on the basis of the results of remote sensing image restoration, and the occupied space of the vectorized image and the distribution number of corner points were counted. The statistical results are shown in Table 3.

Table 3. Comparison results of contour vectorization

<table>
<thead>
<tr>
<th>Experiment serial number</th>
<th>Traditional remote sensing image processing methods</th>
<th>Methodology of this paper</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Space occupied /kB</td>
<td>Number of corner points</td>
</tr>
<tr>
<td>1</td>
<td>246</td>
<td>65</td>
</tr>
<tr>
<td>2</td>
<td>258</td>
<td>79</td>
</tr>
<tr>
<td>3</td>
<td>272</td>
<td>83</td>
</tr>
<tr>
<td>4</td>
<td>204</td>
<td>52</td>
</tr>
<tr>
<td>5</td>
<td>285</td>
<td>91</td>
</tr>
<tr>
<td>6</td>
<td>247</td>
<td>66</td>
</tr>
</tbody>
</table>
Through the calculation, it can be found that the average occupied space of the image resulting from the traditional image processing method is 252kB and the average number of corner points is 73, while the average occupied space of the corresponding image using the design method is 122kB and the average number of corner points is 169. It can be concluded that the FAST corner point detection-based remote sensing image recovery and target contour vectorization can effectively compress 35.6% of the occupied space, and the processing accuracy of vectorization is higher compared with the traditional image processing methods, achieving the dual requirements of compressing data and ensuring accuracy.

In order to verify the performance of the minimum depth spanning tree algorithm in reducing the block broadcast time, the spanning tree depth of the master node is selected as the performance index. The comparison scheme is the master node selection strategy adopted by the consensus algorithm, and the experimental results are averaged over multiple runs. To ensure the fairness of the experiment, the PBFT algorithm can only select the master node from the alternative node set of the minimum depth spanning tree algorithm; then compare the impact of the number of slices on the performance of the minimum depth spanning tree algorithm; finally, test the impact of network connectivity on the performance of the minimum depth spanning tree algorithm. Finally, we test the effect of network connectivity on the performance of the minimum depth spanning tree algorithm.

The experimental data are generated from the Salama model, a stochastic network generation model, which has two important network characteristics, namely, the ratio of short edges to long edges, and the density of edges in the network. The larger the and determines the connectivity of the network, the better the connectivity of the network. The experiment generates networks of different sizes but with the same connectivity to simulate each piecewise blockchain network by controlling the network characteristics parameters of the Salama model. In the following, unless otherwise specified, the experimental networks are generated by the same ratio to ensure the same connectivity for different sizes of networks.

As can be seen from Figure 2, when the same network is divided into different slices, the spanning tree depth of the master node selected by the minimum depth spanning tree algorithm for each slice is inversely proportional to the number of slices. This is because the experiment assumes that each slice has the same size (contains the same number of nodes) for the control variable. So the more the number of slices, the smaller the size of each slice, the smaller the spanning tree depth of the master node selected by the minimum depth spanning tree algorithm. Based on this, HSChain can dynamically divide the edge layer blockchain network according to the business demand of the industrial Internet platform layer, and divide the network into more slices when the network load is large to prioritize the throughput demand; when the network load is small, divide the network into fewer slices to better secure the network.

![Figure 2](image_url)
As can be seen from Figure 3, the larger the slice (i.e., the better the connectivity of the network), the smaller the spanning tree depth of the master node selected by the minimum depth spanning tree algorithm. This is because the spanning tree depth of a connected graph (a network in which any two nodes are connected by edges) has a theoretical upper and lower limit. A globally coupled network with n nodes requires only one hop to reach any position in the network, which has a constant spanning tree depth of 1 and the best connectivity, while a network with n nodes and n-1 edges has a minimum possible spanning tree depth of (n-1)/2 and a maximum possible depth of n-1, which has the worst connectivity. Therefore, the better the connectivity is, the closer the minimum possible depth of the spanning tree is to 1.

![Figure 3](image)

**Figure 3.** Comparison of spanning tree depth for different connectivity shards with the same size

## 4 Conclusion

This paper addresses the problems of insufficient throughput and high storage pressure faced by blockchain when applied to engineering pavilions. Firstly, based on vectorized image processing technology, a tiered storage architecture is proposed to maintain the massive data generated by the engineering pavilion in the edge blockchain layer and the cloud blockchain layer in a tiered manner to solve the problem of insufficient blockchain storage capacity. Then a blockchain network is analyzed from the perspective of complex networks, and a blockchain network partitioning algorithm is designed and improved based on the classical association partitioning algorithm, which shortens the partitioning time while improving the blockchain throughput. Finally, the impact of block broadcast time on throughput is demonstrated, and a master node selection algorithm that can minimize the block broadcast time within each slice is proposed to further improve the throughput of the edge layer blockchain. The analysis and experimental results show that the proposed scheme can reduce the broadcast time of blocks within each slice while reducing the slice time compared with the classical association division algorithm and the strategy of randomly selecting master nodes. The next work will improve the offloading mechanism of edge layer transaction blocks and design a more efficient consensus algorithm for the engineering hall scenario.
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