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Abstract

The paper analyses the factors explaining the vulnerability of the European countries’ industries to foreign trade and production downturn in the years 2008–2009 and attempts to identify branches and industries (or their features significant in this context) that most greatly contributed to the last crisis transmission in Europe, mainly through the slump in their trade. Among those factors we took into particular consideration: the level of specialization versus diversification of the export basket and production, trade openness in the cross-country and cross-industry perspective, the intra-industry/inter-industry structure of trade and the financial openness.
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Introduction

Nowadays, when globalization of the world economy is gathering pace dynamically, the issues of international transmission of economic shocks and mutual economic relations among various countries and markets often located at far distances from each other constitutes the area of interest for one of the major open-economy macroeconomics research trend. One of the key facets of this issue are the channels transmitting business cycle impulses both during global or regional downturns (impacts of negative shocks) and in stable economic conditions. The authors covering the problem in their papers generally agree that, in addition to international financial capital flows, foreign trade is the other major transmission channel of economic shocks between countries.

The vital role that foreign trade plays in transmitting economic shocks internationally was confirmed during the last global crisis in 2008–2009: a substantial drop in the global trade affected aggregate output in most countries in the world. The depth and geographical range of the downturn in international trade had been the greatest for over 70 years and frequent comparisons to the Great Depression in the 1930s indicate that the recent crisis had even more serious consequences (the fall in the world trade that occurred within 15 months after the US’ mortgage market crash was almost twice as big as the one that occurred within the same period after the beginning of the pre-war crisis).

Reports and numerous analyses concerning the crisis effects (incl. World Economic Outlook, World Financial Stability Report, World Trade Organization reports, other World Bank, IMF, OECD reports and analyses, etc.) indicate though that the recession consequences in their broad sense, including decline in international trade, influenced particular regions and countries of the world to a different extent. The scale of trade downturn also differed in regard to particular industries. Substantial differences in the impacts of the crisis in cross-country and cross-industry comparisons poses interesting problems for the researcher. Firstly of all: what are then the reasons for different levels of national economies’ sensitivity (vulnerability, or as defined in literature – “exposure”) to business cycle influences from abroad? Another problem issue is also to discover which factors determine the vulnerability of the diverse industries to the negative foreign (global) shocks. This latter problem is tackled in the herewith study and exemplified with the impact of the 2008–2009 crisis on the production and trade of the different industries in Europe.

The hereby article aims at analysing the factors explaining particular industries’ vulnerability to foreign trade and production downturn in the years 2008–2009 and attempts to
identify branches and industries (or their features significant in this context) that most greatly contributed to the last crisis transmission in the European countries through the slump in their trade. The paper consists of two parts: a theoretical and an empirical one. The first part covers a topic-relevant literature review and presents the selected views elaborated in the literature, concerning particularly the trade openness, product diversification of trade, an importance of inter-industry versus intra-industry structure of trade etc. In the second, i.e. an empirical part, the authors carried out the regression analysis using indicators and data (as factors) selected according to the pattern of other authors’ studies review. We used the approach similar to other authors when running several specifications of the regression model.

The factors of the present study include in particular: the economy and export branch structure, the level of specialization versus diversification of the export basket and production, trade openness at the level of countries and branches, the intra-industry/inter-industry structure of trade as well as the openness to international financial flows. The vulnerability of particular industries to the crisis itself was shown through estimating the so called “crisis costs” born by industries. Those costs were calculated by means of an appropriate quantitative method (economic literature).

To meet the above research objective, it was necessary to gather a considerable amount of statistical data. The input data for the estimated econometric models come from the largest base (and the most detailed one as regards the level of data aggregation) that collects information on production and exports, i.e. INDSTAT 2-digit, INDSTAT 4-digit and Demand–Supply Database (IDSB) of UNCTAD, as well as data from other resources, mainly IMF World Economic Outlook and IMF world financial databases. The earliest data come from 1990.

To the authors’ knowledge, the title issues have not been presented so far in the Polish economic literature in a complex way. Neither has an empirical analysis on the subject been done by the Polish authors although it has been broadly covered by the world literature, including numerous empirical studies. Thus the present paper is innovative in the Polish economic literature. It is worth adding that despite referring to the past crisis and the sample of several European countries, the issues hereof are significant when addressing generally the weighty question: which macroeconomic factors connected to international trade determine not only the economies’ sensitivity to foreign influence, but also their capability to meet the challenges of global recessions and strengthen their competitiveness afterwards.
1. The role of foreign trade in the international transmission of economic impulses
   – a literature review and discussion

1.1. Trade and macroeconomic shocks transmission

   To put it simply the involvement in foreign trade (particularly as regards exports) by itself exposes domestic entities to external shocks: a positive impulse for the economy results from a positive demand shock in partner countries, whereas “importing” a slump is related to income decrease and the limitation of foreign market demands. Thus the channel of transmitting economic impulses between countries revolves around foreign demand fluctuations, influencing domestic production at the level of industries. The changes in foreign demand have multiplying effects on domestic aggregate economic results, if those changes are significant and affect numerous production (and service) branches. Thus, in the real economy business cycle impulses and shocks are transmitted by means of international interdependencies, companies’ collaboration and trade linkages, so it is at the level of products and branches. However, this mechanism will differ depending on an economic sector, partner markets diversification, the presence of long-term cooperation linkages, substitutes for traded goods affected by any demand shock from abroad, the basket structure of trade, the “type” of the trade (i.e. exclusive imports, fill-in imports, specialized exports). Also, the values of income elasticities of imports and exports vary (the former being higher than 1, and the latter ranging from 0 to 1, which means that during a boom imports increase faster than GDP; and during a slump they decline faster than income; exports do not react so strongly). A more detailed analysis of this issue is included in the author’s other studies.

   The role of foreign trade as a channel of financial crisis transmission has been covered by numerous empirical studies. Some of them were conducted within the framework of non-crisis-contingent theories or interdependence theories which assume that international business cycle transmission mechanisms are similar when the economy is stable and when it suffers downturns (even the global ones). Some other research focus on trade and competitive devaluation roles, which refers among others to transmitting financial and currency crises through the trade channel. One of the first studies on the significance of foreign trade for transmitting economic (financial) crises was that by B. Eichengreen and A.K. Rose (1999). They examined the (time) correlation between the crisis probability (the data covered 20 highly developed economies in 1959–1993) and a speculative attack in those countries’ trade partners’ economies. The correlations were weighed with bilateral trade and a set of macroeconomic variables. The analysis
proved the correlations between crisis contagion and mutual trade (research in country pairs). R. Glick and A.K. Rose (1999) conducted a study referring to 5 main crises that appeared in the world between 1971 and 1997. The authors utilized several measures concerning trade linkages of different types (they took into account not only bilateral trade, but also a competitive relation in the third country’s markets, their combination, the exports to common markets weighed with the market size etc.), and they generally concluded that countries’ exposure to mutual currency crisis contagion is strongly dependent on the strength of the trade linkages between them.

One of the recent studies is by K. Forbes (2000) who applied statistics at a company level (information from over 10,000 companies from all over the world that operated in the countries affected by the Asian and Russian crises). The author tried to find out which industries incurred the highest losses due to the aforementioned regional downturns and how the international linkages (collaboration and international trade) between companies functioned as a channel of crisis transmission. The results obtained by K. Forbes revealed that the entities selling their products in the infected markets or those competing with enterprises from the countries suffering crises gained considerably lower profits during economic slumps.

In her subsequent study, K. Forbes indicated the existence of three channels, through which trade linkages transmit economic crises. They are: a competitiveness effect (connected with changes in relative prices), an income effect (a crisis influences income and the demand for imports) and a cheap-import effect (a crisis reduces import prices for a trading partner and acts as a positive supply effect). The author concluded that the combined influence of the three channels explains about one fourth of the variation in capital market returns during the crises analysed, and she additionally found out that other international linkages, such as financial flows, are also important to transmitting downturns between countries.

Other studies include the research of A. Burstein, Ch. Kurz and L. Tesar (2008) who analysed the relation between production sharing (data on the trade between US companies and their affiliates in Mexico as well as between the USA and Mexican maquiladoras) and business cycles.

A. Levchenko et al (2009) analysed crisis transmission by international trade with reference to 2008–2009 crisis. The authors consider international trade collapse as the most striking feature of the last global economic slump. Analysing monthly and quarterly data on the US exports and imports during the crisis, they conclude that the scale of trade decrease in comparison to GDP decline was considerably larger in the examined period than in case of previous recessions in the world economy. According to the authors, the detailed data (6-digit level in NAICS) indicates that the import gap is as much as 50% higher than it would result from estimating the simple relation
of export scale to foreign demand (this concerns especially industries producing intermediate goods). B. Eichengreen and K.H. O’Rourke compared two global economic slumps: the Great Depression in the 1920s and the present situation in the context of international trade collapse. Basing on the data about the trade and industrial production decrease, the authors proved that both recessions had been transmitted between countries by means of trade and capital flows, as well as by changes in product prices on the world markets. A detailed analysis of reasons for the spectacular trade downturn in 2008–2009 is the subject of numerous other studies.

1.2. Foreign trade features and structure as determinants of vulnerability to foreign macroeconomic influences: openness, diversification and intra-industry trade

International trade openness is the starting point for presenting the discussion on trade features as determinants of the countries’ exposure to external business cycle impulses. The level of an economy’s openness, both the trade and financial one, constitutes the key determinant (a negative or a positive one) of external impulse impact on the economy’s performance. Openness plays a multifaceted role which is connected not only to the simple dependence of particular producers and whole industries on the volatile demand in foreign markets. Tight international linkages additionally loosen a particular industry’s relations to the rest of the national economy and they change the features of the common course of highly international branches or industries’ output fluctuations and a country’s business cycle. Foreign trade also changes the primary structure of an economy, thus causing changes at the level of specialization, production character and product diversification in industry branches, etc. Exposing the economy to external effects, the openness may also function as a buffer accommodating the external shock impact. Some studies showed the trade openness influence on output and income. At the level of industries, the problem was examined by such authors as D.M. Newbery and J.E. Stiglitz (1994) who suggested that industry in an open economy is more vulnerable to global demand and supply shocks. D. Dollar 1992, D. Ben-David (1993) or W. Easterly and S. Rebelo (1993) proved an adverse effect of the trade openness on the level of per capita income. On the other hand, D. Rodrik and F. Rodriguez (2000) stated that the influence of the openness on the level of economic development is insignificant.

Many dissertations have focused on how an economy’s external openness through trade relations is tied to aggregate product fluctuations. The majority of empirical studies therein proved that the relation between those aggregates is positive, i.e. the exposure to the rest of the world economy enhances fluctuations of a domestic aggregate product, income etc.
Apart from an economy’s trade openness other significant factors describing the vulnerability to external shocks come from the character (i.e. the structure) of the trade. Three factors can be taken into consideration (as mentioned in A. Domańska 2011 (b), A. Domańska 2012): product composition of the export basket, trade diversification versus specialisation, intra- vs. inter-industry trade.

The discussion on the relation between the trade basket structure and the economic growth covers two problems:

- is the composition itself important, e.g. the majority of natural resources, agricultural products or other primary branches’ products versus highly processed products in a particular country’s exports?, or
- is it more significant for a country to possess a more or less product-diversified export basket?

The research on those issues based on quantitative methods was booming in the 1980s and later on. Studies based on empirical data resulted in “stylized facts” accepted in this area.

The first of them is the claim that the less diversified (focused on precise needs of the world consumers) export structure contributes to increased business cycle fluctuations in a particular economy and intensifies its exposure to external shocks: in this situation GDP is affected by the world demand through trade which is poorly diversified as regards industries. Domestic producers’ exposure to international market price volatility is responsible for this situation. To put it simply, in case of exports based on a narrow basket of goods, the influence is more instable due to the dependence on inelastic and volatile global demand than it would be if the countries’ product and service offer for international markets was more diversified. Following this, it is thought that excessive concentration, i.e. the export income dependence on a small number of goods sold on foreign markets, leads to larger export price volatility, which in turn causes greater macroeconomic fluctuations; thus the above mentioned factor may lower GDP (especially when the world demand weakens). As early as in 1958, M. Michealy stated in his studies that countries with lower GDP per capita are usually noted for greater export concentration around certain product groups; it is because shocks affecting individual industries or product types translate into the condition of exports and the whole economy. J. Love (1986) proved a positive dependency between product concentration and export fluctuations, which, according to him, contributes to income fluctuations indirectly. The author enriched his conclusions with the observation that product diversification may reduce export income instability if changes in prices of new products sent to foreign markets are not strongly correlated with prices of domestic products traded internationally.
On the other hand, narrower specialization enables better utilization of economies of scale, which increases productivity of an economy.

Moreover, theoretical justification for specialization can be found in rudimental concepts, such as Ricardo’s theory, the agglomeration effects (decreasing transport costs combined with economies of scale lead to the decline of the number of goods being produced), or the business concentration externalities, thanks to which clustering of various industry branches in one place becomes profitable.

An overview of studies and concepts presented in the literature made us conclude that the issue is questionable. In other words there is no common and undeniable consent on whether the higher specialization or higher concentration provide for more vulnerability to external economic impulses (at the same time more or less immune from the negative shocks). This means that the problem should be detected each time in relation to the particular time and the group of countries having their specific characteristic (i.e. using different sets of data) which has made the authors of the hereby article to take up the issue by studying the case of the European countries in the years 2008–2009 (the strength of the influence of the global crisis).

There is a number of empirical research devoted to the question whether the higher specialization or higher concentration of the export/production provide for more vulnerability to external economic impulses.

The majority of results of the empirical research shows that the more diversified the export basket and more diversified the production structure of the country, the more prone the domestic economy to international transmission of shocks. Although some results do not confirm this or show only negligible relation between the economy and trade diversification level and the effects of foreign countries on domestic economy, the preposition of the positive correlation between the high concentration of production and the export basket and the vulnerability to foreign influences has become an stylised fact accepted by most researchers.

Another factor that may affect the role of trade in transmitting impulses (including economic crises) is its inter-industry versus intra-industry character.

In case of inter-industry trade, according to Heckscher-Ohlin trade theory, the reduction of trade barriers between countries leads to an international division of labour, which means particular countries’ specializing in production. This implies inter-industry trade model in which the shocks that are characteristic of certain industries (for example price shocks) function within a single country and they do not tend to spread to (infect) industries in other countries. As a result of these asymmetric shocks, mutual partners’ exposure to external influence is lower (additionally, the extent of business cycle synchronization of particular economies
becomes weaker). This scenario was mentioned, e.g. by Krugman (1993) in “Lessons of Massachusetts”\textsuperscript{25}, where he emphasized that trade integration may lead to specialization and thus increase asymmetric shock probability and make fluctuations not more, but quite opposite – less correlated. In this case the mutual international influences are not so strong which may suggest that the countries with more inter-industry trade are not so vulnerable to the negative economic shocks from abroad (i.e. those transmitted internationally)\textsuperscript{26}.

The other approach assumes that a fast growth of international trade contributes to its shift towards intra-industry structure. It is due to the fact that particular production process stages are divided between subcontractors or subsuppliers in various countries; thus international trade becomes vertical. In this situation, the sector-specific shocks in one country spread by means of close corporate linkages to cooperative industries in other countries, in the areas of free trade. The same effect is observed in case of horizontal intra-industry trade (countries trade and compete with the same products). To sum up, in the literature an opinion exists that the intra-industry trade contributes generally to higher vulnerability to the international economic shocks (such as a global crisis shock) than the inter-industry trade. Moreover, the intra-industry trade is thought to currently prevail in the world\textsuperscript{27}. This preposition is considered to be the stylised fact accepted by the majority of the researchers\textsuperscript{28}.


Basing on a literature review, the applied research methods and data that other authors utilized in their studies on the issues discussed in this paper, the authors hereof conducted the following analysis by means of quantitative methods. The analysis is aimed at detecting the factors of vulnerability of particular industries in the European economies (cross-country and cross-industry data) to the influence of the shock of the global crisis. To do this, several specifications of the regression models were run. The authors have used a number of different variables as factors potentially explaining the exposure of branches to collapse resulting from the international transmission of the global economic slowdown. The explained variable, i.e. the direct expression of the industries’ vulnerability to the global crisis shock is the so called “crisis cost” born by each branch due to the 2008–2009 slump. The methodology will be presented in more details later on.

To conduct the analysis, an extensive database was collected coming from international data sources. There was also the need to unify the data coming from different statistics with different
levels of aggregation (the authors aggregated the information from the four-digit classification into the two-digit classification in order to obtain one uniformed database). All the statistical information originate from the extended UNCTAD bases, INDSTAT 2-digit, INDSTAT 4-digtit and IDSB, i.e., Demand – Supply Database. The data concern:

- production, general exports (i.e., to all countries in the world), general imports for 37 industrial branches in the European countries. Working on the above mentioned data involved aggregating the information on production from 241 product groups into 37 industrial branches for all the analysed European countries (the ones for which the data was available),
- aggregate production value in all the analysed countries in 1990–2009,
- number of other data from the international IMF and OECD statistical databases,
- indicators (computed by the authors) of: openness, production and export concentration/diversification, as well as the intra-industry trade.

As mentioned above, the study presented in this article defines particular industries’ vulnerability to crisis through the so called crisis costs broken down by industries in the European countries. As explanatory variables the authors used an extensive number of macroeconomic categories denoting the character of the analysed countries’ production and export (i.e. the level of its diversification, intra- versus inter-industry trade) as well as the general macroeconomic characteristics showing the country-specific factors of the European countries vulnerability to the 2008–2009 crisis’ costs.

2.1. The crisis costs in the European industry branches

This study method of comparing the 2008–2009 crisis’ costs borne by the industry branches in the European countries is patterned on similar research carried out by another authors. Those costs reflect the vulnerability (exposure) to the spread of the global crisis in Europe in the cross-industry perspective. The crisis costs are denoted by the production gap, i.e. the decrease in the production of an industry in relation to its theoretical (potential) output resulting from a 10-year trend (more precisely – the deviation of the output from this trend). Then the authors compare those crisis costs in the cross-industry perspective, concluding which industries suffered the greatest fall due to the global economic crisis. Concurrently the authors calculate the crisis costs in all the European countries (they have decided not to show the results due to the limited expected volume of the article).

To calculate the crisis costs in each (of the 27 analysed) industries $i$, the real output $Y_{it}$ in this industry in the period $t$ of the crisis is compared to the potential production level $Y^*_{it}$.
computed on the basis of a long-term production trend before the crisis. Then the industry’s crisis costs are measured (as a percentage) in the following way:

$$\Delta y_{it} = \frac{y_{it} - y_{it}^*}{y_{it}^*} \cdot 100\% \quad \text{for} \quad t = 2008, 2009$$

(1)

A theoretical long-term production level is calculated by means of the following equation:

$$y_{it}^* = \begin{cases} y_{it} & \text{for} \quad t < 2008 \\ y_{it-1} \cdot \left(\frac{y_{t,2007}}{y_{t,1998}}\right)^{\frac{1}{10}} & \text{for} \quad t \geq 2008 \end{cases}$$

(2)

The production decrease accumulated within the whole crisis period is calculated by adding up the decrease from subsequent periods of the crisis. For example the accumulated decrease of production in the economy’s branch $i$ in 2008 and 2009 amounts to:

$$S_i = \sum_{t=2008}^{2009} \Delta y_{it}$$

(3)

Accumulated crisis costs for particular production sectors are calculated separately for each industry according to the formula (3). The authors have made similar calculations for all the European countries. The results are also used in the regression models presented later on.

Table 1. Average crisis costs by industries (%)

<table>
<thead>
<tr>
<th>Production sector according to ISIC codes</th>
<th>Accumulated two-year cost</th>
<th>Cost in 2008</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Food and beverages</td>
<td>–18.0</td>
<td>–2.5</td>
</tr>
<tr>
<td>Tobacco products</td>
<td>55.2</td>
<td>16.8</td>
</tr>
<tr>
<td>Textiles</td>
<td>–54.3</td>
<td>–18.0</td>
</tr>
<tr>
<td>Wearing apparel, fur</td>
<td>–26.6</td>
<td>–6.7</td>
</tr>
<tr>
<td>Leather, leather products and footwear</td>
<td>11.2</td>
<td>8.1</td>
</tr>
<tr>
<td>Wood products (excl. furniture)</td>
<td>–52.4</td>
<td>–16.8</td>
</tr>
<tr>
<td>Paper and paper products</td>
<td>–30.8</td>
<td>–10.4</td>
</tr>
<tr>
<td>Printing and publishing</td>
<td>–85.3</td>
<td>–19.5</td>
</tr>
<tr>
<td>Refined petroleum products, nuclear fuel, coke</td>
<td>–16.5</td>
<td>3.9</td>
</tr>
<tr>
<td>Chemicals and chemical products</td>
<td>–17.6</td>
<td>–1.2</td>
</tr>
<tr>
<td>Rubber and plastics products</td>
<td>–47.4</td>
<td>–16.0</td>
</tr>
<tr>
<td>Non-metallic mineral products</td>
<td>–50.3</td>
<td>–15.5</td>
</tr>
<tr>
<td>Basic metals</td>
<td>–30.0</td>
<td>5.8</td>
</tr>
<tr>
<td>Fabricated metal products</td>
<td>–48.6</td>
<td>–7.7</td>
</tr>
<tr>
<td>Machinery and equipment</td>
<td>–30.1</td>
<td>–5.7</td>
</tr>
<tr>
<td>Office, accounting and computing machinery</td>
<td>( )*</td>
<td>41.1</td>
</tr>
<tr>
<td>Electrical machinery and apparatus</td>
<td>–22.4</td>
<td>3.3</td>
</tr>
</tbody>
</table>
Notes: negative values are tantamount to losses (i.e. crisis costs) whereas positive values indicate that during the crisis production developed more dynamically than before. The field marked with (*) was not filled in due to unbelievably high production value in several countries in 2009 as compared to previous years.

Source: the author’s calculations on the basis of INDSTAT2.

The results presented in Table 1 indicate that the industries which suffered most from the global crisis were those less technologically advanced. Printing and publishing, textiles, wood product and non-metallic mineral product sections incurred higher negative deviations from the trend than transport and machinery (of different kinds, including electronic apparatus) or chemical industries. Food, tobacco and leather industries are exceptions here. Table 1 shows that particular industries’ costs were the highest only in the second year of the crisis whereas most industries kept a dynamic growth rate in the first year.

2.2. The factors of the industries’ vulnerability to crisis costs

To research the factors of vulnerability to the global 2008–2009 crisis transmission in the cross-industry perspective (with the information on the crisis costs in the country perspectives used as well), the authors estimate the parameters of the regression models of different specifications (basing on the main model the authors run various regressions each time using the chosen sets of variables).

The base regression model explaining the crisis macroeconomic costs broken down by industries is as follows:

\[
\text{cost}_{ijk} = \alpha + \alpha_1 \text{sect openness}_{jk} + \alpha_2 \text{intra}_{jk} + \alpha_3 \text{unemployment}_j + \alpha_4 \text{investments}_j + \alpha_5 \text{debt}_j + \\
+ \alpha_6 \text{inflation}_j + \alpha_7 \text{concentration}_j + \alpha_8 \text{openness}_j + \alpha_9 \text{development}_j + \alpha_{10} \text{capitalization}_j + \\
+ \alpha_{11} \text{NPL}_j + \alpha_{12} \left(\frac{\text{cap}}{\text{ass}}\right)_j + \alpha_{13} \text{percentage}_j + \alpha_{14} \text{credit}_j + \alpha_{15} \text{law}_j + \alpha_{16} \text{growth}_j + \epsilon_{ijk}, \tag{4}
\]

where the variable \text{cost} denotes the measure of the crisis macroeconomic costs, the index \(i = 1, 2\) represents the method of calculating costs (1 means total costs whereas 2 means costs incurred in 2008), the index \(j = 1, 2, ..., N\) denotes a country number, and the index \(k = 1, 2, ..., M\) is an industry sector index. The variable \text{sect openness} measures the openness of the
sector $k$ in the economy $j$ before the crisis started, the variable *intra* measures intra-industry trade with the Gruber-Lloyd method, the variable *unemployment* measures the unemployment level in a particular economy (as the percentage of the whole labour force), the variable *investments* denotes the investment level in relation to GDP, the variable *debt* denotes the level of state government and local government sector debt in relation to GDP, the variable *inflation* measures the inflation level, the variable *concentration* measures the concentration level of the economy’s sectors, the variable *openness* measures the economy’s openness by means of the relation of aggregate exports and imports to GDP, the variable *development* represents the economic development level measured as GDP per capita in USD, the variable *capitalization* denotes the capitalization level of companies listed in a particular country in relation to GDP, the variable *NPL* measures the share of nonperforming loans in the banking sector, the variable (*cap/ass*) measures the financial leverage of banks, that is the relation of banks’ equity to their assets, the variable *percentage* denotes the level of market interest rates, the variable *credit* measures the level of the banking sector development as the relation of bank loans to GDP, the variable *law* measures the quality of business law according to the World Bank indicator, whereas the variable *growth* measures the economic growth rate. The random component is marked as $\varepsilon$. All explanatory variables are measured for the year preceding the start of the global financial crisis whereas the crisis costs are measured for the years 2008–2009.

The model estimation results explaining the accumulated crisis costs in particular industry sectors are presented in Table 2. The first estimated model, shown in the first line of the table, includes all the potential explanatory variables. As some variables appear to be statistically insignificant and additionally some of them are strongly correlated with each other, the authors selected other model specifications by means of appropriate information criteria. Namely, models in which the values of Akaike, Schwarz and Mallows’ information criteria are the lowest have been selected as alternative model specifications. Additionally, three methods of averaging models are applied and average estimates of parameters defined after all the combinations of variables used in these models have been taken into account. As the potential influence of an economy’s openness on the cost level of the 2008–2009 financial crisis is a particularly significant element in the study, the distribution of parameter estimates for the variable measuring the economy’s openness is also tested for all the possible model specifications like in A. Domanska, D. Serwa.

In the first model, which contains all the dependable variables (“full model”), the authors examine how particular economic quantities in individual countries before the 2008–2009 crisis contributed to the crisis’ impact in particular industrial sectors in those countries. In this model
the variables that contributed to the increase in the crisis costs include: industry sector openness and high level of the intra-industry trade measured before the crisis, high real interest rates and high inflation before the crisis, considerable government sector debt before the crisis, high concentration of all industry sectors in the analysed countries, highly developed stock and banking markets, fast economic growth in the pre-crisis period as well as good quality of law. On the other hand, lower crisis costs were incurred by industry sectors in countries that had observed high unemployment, high share of investments in GDP, high share of nonperforming loans and high share of equity in the banking sector’s assets (signifying a relatively poorly developed banking system) before the crisis. The economies which were more open and more developed before the crisis incurred, on average, lower crisis costs. The impact directions of particular variables seem to correspond to the intuitive understanding of how the crisis is deepening.

It must be borne in mind that most variables in this model were not statistically significant. For example, the sector openness did not have a statistically significant influence on the crisis costs incurred by this sector whereas considerable openness of the whole economy significantly affected the costs suffered by particular sectors of this economy.

Similar estimation outcomes have been obtained in models selected by means of methods utilizing the estimation of Akaike, Schwarz and Mallows’ information criteria. These methods of selecting an appropriate model specification are preferred because they allow to choose models bearing the most information while consisting of a moderate number of explanatory variables. It turns out here that the signs of particular parameters are identical to the ones in the general model and parameter values are similar in most cases. Again, sector openness adverse effect on the crisis costs in cross-sector perspective is not statistically significant. Finally, methods of averaging parameter estimates are applied on the basis of numerous model specifications. Averaging of estimates allows to take into account the risk related to optimal model selection. A single model may not explain an analysed phenomenon appropriately (e.g. precisely), but a combination of multiple models allows to limit the risk of selecting unsuitable model and it raises the resistance of estimates. It turns out that averaged estimates (based on over 60 different model specifications) of particular parameters are very similar to those obtained by estimating the “full” model.

Subsequently, the crisis cost determinants after the first year of the crisis duration are examined, so they are checked for the explanatory variable $\text{costs}_{2,k}$. The results are presented in Table 3. All the specifications are shown here in a manner similar to Table 2. Almost all parameter estimates have identical signs to those in the accumulated crisis cost models. The parameter of the variable $\text{cap/ass}$ is the only exception as its signs are different depending on specification and it is not statistically significantly different from zero.
Table 2. Estimations of model (4) parameters by means of various methods of estimation, specification selection and model averaging

Model explaining accumulated crisis costs in particular industry sectors

<table>
<thead>
<tr>
<th>Model</th>
<th>Constant</th>
<th>Sector openness</th>
<th>Intra-industry trade</th>
<th>Unemployment</th>
<th>Investments</th>
<th>Debt</th>
<th>Inflation</th>
<th>Concentration</th>
<th>Economy’s openness</th>
<th>Economic development</th>
<th>Capitalization</th>
<th>NPL</th>
<th>Cap/ass</th>
<th>Interest rates</th>
<th>Credit</th>
<th>Quality of law</th>
<th>Economic growth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full</td>
<td>17.772</td>
<td>–583.140</td>
<td>–10.785</td>
<td>0.711</td>
<td>5.046</td>
<td>–0.702</td>
<td>–6.223</td>
<td>–13.924</td>
<td>26.150</td>
<td>0.047</td>
<td>–0.210</td>
<td>1.719</td>
<td>2.527</td>
<td>–3.434</td>
<td>–0.234</td>
<td>–0.130</td>
<td>–11.111</td>
</tr>
<tr>
<td></td>
<td>(39.764)</td>
<td>(667.480)</td>
<td>(6.361)</td>
<td>(2.155)</td>
<td>(0.661)</td>
<td>(0.282)</td>
<td>(2.572)</td>
<td>(89.969)</td>
<td>(9.775)</td>
<td>(0.056)</td>
<td>(0.103)</td>
<td>(2.059)</td>
<td>(1.839)</td>
<td>(1.149)</td>
<td>(0.083)</td>
<td>(2.238)</td>
<td>(1.548)</td>
</tr>
<tr>
<td>Optimal AIC</td>
<td>41.886</td>
<td>–719.567</td>
<td>–11.526</td>
<td>(0.541)</td>
<td>(0.151)</td>
<td>(1.012)</td>
<td>(4.366)</td>
<td>(0.050)</td>
<td>(0.788)</td>
<td>(0.059)</td>
<td>(1.440)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal BIC</td>
<td>31.735</td>
<td>–543.760</td>
<td>4.776</td>
<td>–0.564</td>
<td>–6.197</td>
<td>29.613</td>
<td>–0.139</td>
<td>–3.438</td>
<td>–0.203</td>
<td>–10.358</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(24.366)</td>
<td>(621.601)</td>
<td>(0.542)</td>
<td>(0.151)</td>
<td>(1.005)</td>
<td>(4.345)</td>
<td>(0.051)</td>
<td>(0.778)</td>
<td>(0.059)</td>
<td>(1.439)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(25.867)</td>
<td>(634.134)</td>
<td>(0.550)</td>
<td>(0.151)</td>
<td>(1.155)</td>
<td>(4.610)</td>
<td>(0.051)</td>
<td>(1.474)</td>
<td>(0.797)</td>
<td>(0.062)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BACE(1)</td>
<td>–61.094</td>
<td>–773.297</td>
<td>–0.131</td>
<td>–0.004</td>
<td>5.345</td>
<td>–0.089</td>
<td>–3.271</td>
<td>–0.011</td>
<td>27.055</td>
<td>0.004</td>
<td>–0.015</td>
<td>0.006</td>
<td>0.038</td>
<td>–2.217</td>
<td>–0.064</td>
<td>–0.001</td>
<td>–6.226</td>
</tr>
<tr>
<td></td>
<td>(30.336)</td>
<td>(664.362)</td>
<td>(0.132)</td>
<td>(0.533)</td>
<td>(2.340)</td>
<td>(6.471)</td>
<td>(7.863)</td>
<td>(0.028)</td>
<td>(0.660)</td>
<td>(0.226)</td>
<td>(0.384)</td>
<td>(1.658)</td>
<td>(1.015)</td>
<td>(0.299)</td>
<td>(1.831)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BACE(5)</td>
<td>–8.537</td>
<td>–622.134</td>
<td>–1.298</td>
<td>0.029</td>
<td>5.223</td>
<td>–0.363</td>
<td>–5.317</td>
<td>0.319</td>
<td>27.751</td>
<td>0.009</td>
<td>–0.074</td>
<td>0.138</td>
<td>0.225</td>
<td>–3.142</td>
<td>–0.184</td>
<td>–0.043</td>
<td>–8.909</td>
</tr>
<tr>
<td></td>
<td>(44.056)</td>
<td>(663.431)</td>
<td>(0.473)</td>
<td>(0.666)</td>
<td>(1.968)</td>
<td>(17.830)</td>
<td>(9.323)</td>
<td>(0.038)</td>
<td>(0.100)</td>
<td>(0.767)</td>
<td>(0.905)</td>
<td>(1.307)</td>
<td>(1.015)</td>
<td>(0.942)</td>
<td>(2.213)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Averaged AIC</td>
<td>21.931</td>
<td>–652.731</td>
<td>–6.081</td>
<td>0.009</td>
<td>4.945</td>
<td>–0.579</td>
<td>–6.417</td>
<td>4.630</td>
<td>28.778</td>
<td>0.012</td>
<td>–0.146</td>
<td>0.786</td>
<td>1.146</td>
<td>–3.450</td>
<td>–0.206</td>
<td>0.040</td>
<td>–10.688</td>
</tr>
<tr>
<td>Averaged BIC</td>
<td>1.113</td>
<td>–592.453</td>
<td>–1.775</td>
<td>0.037</td>
<td>5.145</td>
<td>–0.424</td>
<td>–5.544</td>
<td>0.670</td>
<td>27.891</td>
<td>0.008</td>
<td>–0.089</td>
<td>0.204</td>
<td>0.303</td>
<td>–3.186</td>
<td>–0.192</td>
<td>–0.051</td>
<td>–9.381</td>
</tr>
</tbody>
</table>

Notes: standard estimation errors are presented in brackets. The “full model” is a model with all explanatory variables, “optimal AIC”, “optimal BIC” and “optimal MIC” are models that are optimal as regards the value of information criteria of Akaike, Schwarz and Mallows, respectively. “Averaged (...)” correspond to models built as weighted averages of a group of linear models with all possible combinations of explanatory variables (the number of combinations is 216 = 65,536). In case of “BACE(1)” and “BACE(5)”, the method of Bayesian Averaging of Classical Estimates has been applied with the assumption that the a priori expected number of parameters in the model amounts to one and five respectively. In case of “averaged AIC” and “averaged BIC”, a method of averaging estimations by means of weights calculated on the basis of Akaike and Schwarz’s information criteria has been used. (cf. Hansen, 2007). Empty fields indicate that an explanatory variable has not been selected for the particular model specification.

Source: own calculations.
Table 3: Estimations of model (4) parameters by means of various methods of estimation, specification selection and model averaging

Model explaining crisis costs in particular industry sectors in 2008

<table>
<thead>
<tr>
<th>Model</th>
<th>Constant</th>
<th>Sector openness</th>
<th>Intra-industry trade</th>
<th>Unemployment</th>
<th>Investments</th>
<th>Debt</th>
<th>Inflation</th>
<th>Concentration</th>
<th>Economy's openness</th>
<th>Economic development</th>
<th>Capitalization</th>
<th>Npl</th>
<th>Cap/ass</th>
<th>Interest rates</th>
<th>Credit</th>
<th>Quality of law</th>
<th>Economic growth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full</td>
<td>43.726</td>
<td>15.976</td>
<td>-9.496</td>
<td>0.433</td>
<td>2.450</td>
<td>-5.69</td>
<td>-3.398</td>
<td>-48.095</td>
<td>16.254</td>
<td>0.006</td>
<td>-0.061</td>
<td>3.901</td>
<td>-0.928</td>
<td>-1.904</td>
<td>-0.134</td>
<td>-0.126</td>
<td>-6.244</td>
</tr>
<tr>
<td>(17.288)</td>
<td>(207.159)</td>
<td>(2.783)</td>
<td>(0.712)</td>
<td>(0.328)</td>
<td>(0.109)</td>
<td>(0.637)</td>
<td>(30.230)</td>
<td>(2.557)</td>
<td>(0.012)</td>
<td>(0.033)</td>
<td>(0.991)</td>
<td>(0.717)</td>
<td>(0.450)</td>
<td>(0.030)</td>
<td>(0.794)</td>
<td>(0.716)</td>
<td></td>
</tr>
<tr>
<td>(15.680)</td>
<td>(204.951)</td>
<td>(2.776)</td>
<td>(0.308)</td>
<td>(0.097)</td>
<td>(0.532)</td>
<td>(29.348)</td>
<td>(2.306)</td>
<td>(0.024)</td>
<td>(0.830)</td>
<td>(0.429)</td>
<td>(0.027)</td>
<td>(0.608)</td>
<td>(0.694)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal BIC</td>
<td>-6.671</td>
<td>-183.819</td>
<td>-7.932</td>
<td>3.054</td>
<td>-0.316</td>
<td>-4.005</td>
<td>17.071</td>
<td>2.780</td>
<td>-1.980</td>
<td>-0.138</td>
<td>-5.942</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(9.888)</td>
<td>(202.360)</td>
<td>(2.754)</td>
<td>(0.243)</td>
<td>(0.075)</td>
<td>(0.512)</td>
<td>(2.052)</td>
<td></td>
<td>(0.776)</td>
<td>(0.392)</td>
<td>(0.027)</td>
<td>(0.701)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal MIC</td>
<td>43.958</td>
<td>1.509</td>
<td>-9.514</td>
<td>2.515</td>
<td>-0.536</td>
<td>-3.587</td>
<td>-51.327</td>
<td>16.793</td>
<td>-0.047</td>
<td>3.886</td>
<td>-1.077</td>
<td>-0.135</td>
<td>-1.823</td>
<td>-6.210</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(17.227)</td>
<td>(205.290)</td>
<td>(2.776)</td>
<td>(0.309)</td>
<td>(0.097)</td>
<td>(0.556)</td>
<td>(29.601)</td>
<td>(2.328)</td>
<td>(0.024)</td>
<td>(0.960)</td>
<td>(0.673)</td>
<td>(0.432)</td>
<td>(0.026)</td>
<td>(0.643)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BACE(1)</td>
<td>-17.595</td>
<td>-152.041</td>
<td>-2.019</td>
<td>-0.001</td>
<td>2.889</td>
<td>-0.163</td>
<td>-3.724</td>
<td>-0.663</td>
<td>17.744</td>
<td>0.000</td>
<td>0.000</td>
<td>1.086</td>
<td>0.003</td>
<td>-0.209</td>
<td>-0.127</td>
<td>-0.082</td>
<td>-4.708</td>
</tr>
<tr>
<td>(14.969)</td>
<td>(228.457)</td>
<td>(3.858)</td>
<td>(0.042)</td>
<td>(0.265)</td>
<td>(0.171)</td>
<td>(0.585)</td>
<td>(6.990)</td>
<td>(2.287)</td>
<td>(0.002)</td>
<td>(0.003)</td>
<td>(1.464)</td>
<td>(0.085)</td>
<td>(0.537)</td>
<td>(0.031)</td>
<td>(0.381)</td>
<td>(0.713)</td>
<td></td>
</tr>
<tr>
<td>BACE(5)</td>
<td>1.080</td>
<td>-90.372</td>
<td>-5.549</td>
<td>-0.005</td>
<td>2.905</td>
<td>-0.355</td>
<td>-3.810</td>
<td>-12.192</td>
<td>17.045</td>
<td>0.000</td>
<td>-0.002</td>
<td>2.743</td>
<td>-0.043</td>
<td>-1.857</td>
<td>-0.133</td>
<td>-0.543</td>
<td>-5.806</td>
</tr>
<tr>
<td>(16.812)</td>
<td>(221.426)</td>
<td>(4.554)</td>
<td>(0.105)</td>
<td>(0.292)</td>
<td>(0.114)</td>
<td>(0.584)</td>
<td>(28.562)</td>
<td>(2.467)</td>
<td>(0.002)</td>
<td>(0.011)</td>
<td>(1.137)</td>
<td>(0.261)</td>
<td>(0.491)</td>
<td>(0.026)</td>
<td>(0.809)</td>
<td>(0.784)</td>
<td></td>
</tr>
<tr>
<td>Averaged AIC</td>
<td>26.329</td>
<td>-40.828</td>
<td>-8.661</td>
<td>0.033</td>
<td>2.677</td>
<td>-0.465</td>
<td>-3.669</td>
<td>-32.982</td>
<td>16.570</td>
<td>0.000</td>
<td>-0.025</td>
<td>3.367</td>
<td>-0.495</td>
<td>-1.870</td>
<td>-0.134</td>
<td>-1.432</td>
<td>-6.049</td>
</tr>
<tr>
<td>Averaged BIC</td>
<td>4.500</td>
<td>-85.670</td>
<td>-6.336</td>
<td>-0.005</td>
<td>2.883</td>
<td>-0.371</td>
<td>-3.800</td>
<td>-16.128</td>
<td>16.943</td>
<td>0.000</td>
<td>-0.004</td>
<td>2.873</td>
<td>-0.074</td>
<td>-1.860</td>
<td>-0.134</td>
<td>-0.671</td>
<td>-5.858</td>
</tr>
</tbody>
</table>

Notes: standard estimation errors are presented in brackets. The “full model” is a model with all explanatory variables, “optimal AIC”, “optimal BIC” and “optimal MIC” are models that are optimal as regards the value of information criteria of Akaike, Schwarz and Mallows respectively. “Averaged (…)” correspond to models built as weighted averages of a group of linear models with all possible combinations of explanatory variables (the number of combinations is $2^{16} = 65536$). In case of “BACE(1)” and “BACE(5)”, the method of Bayesian Averaging of Classical Estimations has been applied with the assumption that the a priori expected number of parameters in the model amounts to one and five respectively. In case of “averaged AIC” and “averaged BIC”, a method of averaging estimations by means of weights calculated on the basis of Akaike and Schwarz’s information criteria has been used. (cf. Hansen, 2007). Empty fields indicate that an explanatory variable has not been selected for the particular model specification.

Source: own calculations.
What is important is the result indicating that the parameter for the variables “the whole economy’s openness” is positive regardless of a model specification whereas the parameter for the variable “sector openness” has a negative value. It was confirmed by other outcomes presented in Table 3, where all parameter values for the variable “the whole economy’s openness” and “sector openness” were tested for all model combinations (also the ones of poorer quality)\textsuperscript{39}. Table 3 presents the parameter values for different specifications of the crisis cost model. It appears that in most cases the whole economy’s openness before the crisis contributed to lowering the crisis costs (an output gap between the real GDP and the theoretical one is positive). On the other hand, the sectors’ openness usually had a negative sign (increasing the crisis costs in industries).

Unequivocal conclusions on positive or negative impact of this variable on the 2008 crisis costs are, therefore, unjustified.

To sum up, the whole economy’s significant openness contributed to lowering the financial crisis costs in particular industry sectors in the European countries. On the other hand, individual branches’ openness had a reverse effect on the costs incurred by those branches during the crisis (the crisis costs were higher in more open branches). The latter result appears to be explicit for the two-year period of crisis, but it was not observed in 2008\textsuperscript{40}. The results presented in both tables referring to both types of the crisis costs showed also the positive parameters of the variables indicating intra-industry trade and the level of production’s concentration. Those results confirm the stylised facts accepted by the majority of researchers about the role of the concentration and the intra-industry international trade in creating favourable conditions for transmitting the economic impulses among the countries (i.e. in making them more vulnerable to foreign economic shocks).

Conclusions

The study presented in hereby article is aimed at analysing the selected (considered as significant by theoretical concepts and postulates of the world literature) factors of the European economies’ vulnerability to effects of foreign macroeconomic shocks on the example of the 2008–2009 world crisis. Since it was the collapse of the international trade which substantially contributed to the general fall in GDP in the European countries’, the authors have assumed that the fall in production seen from the cross-industry perspective tied to demand decrease in the partner countries (resulting in international trade slump) significantly deepened the crisis in Europe (by the multiplier effect). That is why the authors focused on the search for the factors...
connected with the characteristics of individual industries, mainly those related to international trade – as the level of production and export basket concentration versus specialization, the “type” of trade (inter- versus intra-industry) etc.

The paper consists of two parts: a theoretical and an empirical one. The first part comprises a literature review and presents the most important postulates concerning the title issues proposed by other authors. Basing on a review of theoretical concepts, the authors selected indicators and data (as factors) that were taken into account in the empirical analysis presented in the second part of the paper, where they estimated several specifications of the model provided in the research method description. The factors of the present study include in particular: economy and export branch structure, the level of specialization versus diversification of export basket and production broken down by the analysed European countries, trade openness at the level of countries and branches, intra-industry or inter-industry trade in particular industries as well as financial openness. The authors also tried to determine which industries in the European countries appeared to be the least resistant to 2008–2009 global crisis, i.e. which of them incurred the highest crisis costs, which means that they transmitted the crisis on a larger scale.

The regression model was developed to examine which individual sectors’ and which the whole economies’ features generated higher crisis costs. The study shows that the general openness of the whole country’s economy did not contribute to the increase of the crisis costs. On the other hand, the openness of individual branches, high level of intra-industry trade as well as more concentrated structure of the economies’ production and export strengthened the effect of the 2008–2009 crisis in the cross-industry perspective. On average, the costs incurred by the branches were substantially higher in the second year of the crisis.

The above mentioned results seem to be particularly significant from the economic authorities’ perspective as they have an interest in the increase of particular sectors’ resistance to adverse effects of external shocks.

Notes

1 The 2008–2009 crisis (or as some sources refer to it: “2007–2009 crisis”), which started with mortgage market downturn in the USA, was initially a financial crisis and spread mainly through international linkages of capital markets (herd behaviour among investors, adverse effects of capital concentration, etc.). However, the financial crisis quickly transferred to the real economy, having a negative impact on the world output and economic development.

2 This question refers not only to the foreign economic impacts during the crisis, but also later on – during the recovery, as well as in a stable “normal” economic situation.

3 Domanska (2011a); Domanska (2012).

5 For example Domanska (2010); Domanska, Serwa (2013a); Domanska, Serwa (2013b).
6 A literature review on this subject is included, e.g., in Forbes (2002).
7 Glick, Rose (1999).
8 Domanska (2012) and her other studies.
10 See Domanska (2012); Domanska, Serwa (2013).
11 Eichengreen, O’Rourke (2009).
13 Domańska (2011a).
14 Financial openness will be omitted as it does not belong to the main issue of the discussion in this article.
15 More on this topic in Domańska (2010).
16 Domańska (2010); Domańska (2011b).
17 Wacziarg (2001); Irwin, Terviö (2002); Kose, Prasad, Terrones (2005); Arora, Vamvakidis (2005); Edwards (1998).
20 e.g., Martin, Mitra (2001); Irwin (2000); Wright, Czelusta (2007); Lederman, Maloney (2007).
21 Detailed literature review on this topic in Domańska (2011b) and Domańska (2012).
22 Michaely (1958).
23 Domańska (2011b); Domańska (2012).
26 More on this topic in Domanska (2011b); Domanska (2012).
27 e.g., Clark, van Wincoop (2001); Imbs (2003); Bejan (2006).
28 More on this topic in Domanska (2011b); Domanska (2012); A. Domanska, D. Serwa (2013b).
29 Dell’Arificia, Detragiache i Rajan (2005); Hoggarth, Reis, Saporta (2002); Hutchinson, Noy (2005).
30 See more in Domanska, Serwa (2013c) and other papers by the authors.
31 See A. Domanska, D. Serwa (2013b).
32 Similarly like in Domanska, Serwa (2013a).
33 Akaike (1974).
34 Domanska, Serwa (2013b).  
35 Similarly like in Domanska, Serwa (2013a).
36 Similarly like in Domanska, Serwa (2013a); Domanska, Serwa (2013b). 
37 Domanska, Serwa (2013b).
38 Similarly like in Domanska, Serwa (2013a).
39 Domanska, Serwa (2013b).
References


Domańska, A. (2011b), *Uwarunkowania podatności gospodarek na szoki w globalnej wymianie handlowej*, The study was done within statutory research of Institute for International Studies in Collegium of Socio-Economics, Warsaw School of Economics, pp. 18–20.


