A generalized PID controller for high-order dynamical systems
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This paper introduces a generalized PID type controller for controlling high-order dynamical systems. An optimal generalized PID control design method is developed to provide a simplified high-order output feedback control design procedure and tunable response characteristics. The controller design procedure is reduced to the specification of the desired natural frequency and the solution of a polynomial equation. The control method is capable of providing a desired control performance under set-point and disturbance variations. The performance of the proposed control method is implemented on some unstable and nonlinear mechatronic systems to illustrate the robustness, effectiveness and feasibility of the method.
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1 Introduction

The PID controllers are an active research field and the most commonly adopted controller in industry because of their good performance and simplicity [1–3]. PID controller has a simple structure, tuning and implementation features, but it is only sufficient for the first and second order dynamical systems. For some higher-order systems, the application of PID controllers is limited to reduced-order models wherever possible [4]. But still, various advanced PID-based control schemes have also been designed to get good control performance for some higher-order dynamics while keeping the simplicity of the PID controllers. In this context, PID controller cascaded with filters [5,6], dead time compensation schemes [7], cascade control systems [8], ratio control systems [9], 2DOF PID controllers [10], the neural network algorithm [11] and fuzzy algorithm [12] based controllers, feedforward controllers [13], fractional-order PID [14,15], event-based [16], nonlinear [17,18] and predictive control [19] have been studied over the years. However, for controlling higher-order dynamical systems, the PID-type controllers are usually not applicable; if applicable, then the challenging issue in PID-based control approaches is to accomplish a proper combination of the controller block designs and the controller parameter tunings.

There are few generalized PID controllers for higher-order dynamical systems. An efficient generalized PID controller is known as coefficient diagram method (CDM) [20–22]. It is based on the characteristic ratio assignment [23], [24] and provides a good control performance under systems having parametric uncertainties [25–27]. The characteristic ratio assignment directly addresses the transient response control problem, eg., overshoot and rising time. However, it is not possible to shape the set-point or disturbance rejection response with an adjustable setpoint-weight parameter as in the PID controllers. In addition, the establishment of the controller structure is not straightforward. The orders of the numerator and denominator of the controller must be designed with some trial-and-error approach, but this causes some practical design problems.

In this work, a 2-DOF generalized PID controller is proposed for controlling high-order dynamical systems. The proposed controller offers the advantages of PID controllers and the 2DOF control structures to control the nth-order dynamical systems. That is, the 2DOF structure of the controller enables optimal set-point and disturbance rejection responses, and the PID-like structure of the controller provides design simplicity and tunable response characteristics. Compared with the other generalized PID-type controllers, the proposed controller has three distinguishable features: (i) it has a unique control structure including full features of the PID controller, (ii) it is designed systematically with only one parameter (ie, desired natural frequency \( \omega \)), and (iii) the controller has adjustable set-point weights for a desirable reference tracking and disturbance rejection performance. The proposed generalized PID controller can directly be designed for systems in any order with highly satisfactory and robust performances. The effectiveness and feasibility of the proposed controller is illustrated on some challenging linear and nonlinear mechatronic systems.

The paper is organized as follows. The proposed generalized PID controller is given in Section 2. Section 3 provides applications of the proposed controller to some challenging mechatronic systems, and Section 4 presents the conclusion of the study.

2 A generalized PID controller

In some control systems, a lower order controller may meet the given specifications, but in many control sys-
tems, the existence of solution cannot be guaranteed. For these reasons, a higher-order controller is usually required to provide a desired response. For instance, the PID controller is suitable for the first and second-order systems. For the third or higher order systems, state feedback based controllers are commonly designed with the cost of more measurement systems. An enhanced version of the PID controller, having performance features of the PID and state feedback controllers, can be designed for controlling the higher-order dynamical systems as presented below. Consider a dynamical system defined by

\[ G(s) = \frac{Y(s)}{U(s)} = \frac{a_m s^m + \cdots + a_1 s + a_0}{b_n s^n + b_{n-1} s^{n-1} + \cdots + b_1 s + b_0}, \] (1)

where the system is strictly proper \((m < n)\) and \(b_n = 1\). For the system (1), an enhanced PID-like controller similar to the state-feedback control approach can be defined as

\[ u = k_0 \dot{e}_1 r - k_0 y - k_1 \dot{y} - \cdots - k_{n-2} y^{(n-1)} + \]

\[ + k_d (\varepsilon_2 \dot{r} - \dot{y}) + \int (r - y) dt, \] (2)

where \(r(t)\) is the reference signal, \(\varepsilon_1\) and \(\varepsilon_2\) are the set-point weights \(k_0, \ldots, k_{n-2}\), \(k_d\) and \(k_i\) are the constant control gains. Suppose that the derivatives of \(y(t)\) can be obtained through derivative filters, e.g., \(y^{(n-1)} = (s/(\tau s + 1))^{n-1} y\) where \(\tau\) is the filter time constant and \(s\) is the Laplace operator. Then, if we take the Laplace transform of the controller (2) and rearrange the terms, a generalized PID controller for \(n\)-th order system (1) is defined as

\[ U(s) = G_r(s) R(s) - G_y(s) Y(s), \]

\[ G_r(s) = (p_2 b_n 2s^2 + p_1 b_1 s + p_0)/(q_2 s^2 + q_1 s), \] (3)

\[ G_y(s) = (p_0 s^n + \cdots + p_1 s + p_0)/(q_0 s^n + \cdots + q_1 s), \]

where \(R\) is the set-point, \(G_r\) is the feedforward controller and \(G_y\) is the state feedback controller. The terms \(q_1, \ldots, q_n, p_0, \ldots, p_n\), are the control coefficients to be designed; and \(b_1, b_2\) are the set-point weights to be adjusted manually or numerically \((0 < b_1, b_2 \leq 1)\). If \(n \leq 2\), the generalized PID controller (3) reduces to the classical 2-DOF generalized PID controller. The block diagram of the proposed 2-DOF generalized PID controller (3) is seen in Fig. 1. With the 2-DOF structure, along with stabilization, the set-point tracking and disturbance rejection performances of the controller can be designed independently. Then substituting the controller (3) into the system (1), the closed-loop system is written as

\[ Y(s) = \frac{G_r(s) G(s) \cdot R(s) + \Phi(s)}{(1 + G_y(s) G(s))}, \] (4)

where \(\Phi\) is the disturbance. The controller \(G_y(s)\) with proper coefficients must first stabilize the system to have a desired closed-loop transfer function. Thus, if we define \(G = A/B\) and \(G_y = A_y/B_y\), then the characteristic equation of the closed-loop, \(1 + G_y G = 0\), can be written as \(BB_y + AA_y = 0\). If a desired polynomial is given as \(C(s)\) for given a set of desired poles, then the controller coefficients can be solved with pole placement approach by constructing the following polynomial equation

\[ B(s) B_y(s) + A(s) A_y(s) = C(s). \] (5)

This polynomial is known as Diophantine equation [28]. Matching the coefficients with respect to power of \(s\) in (5) yields the following matrix equation

\[
\begin{bmatrix}
0 & 0 & \ldots & 0 & a_0 & 0 & \ldots & 0 \\
b_0 & 0 & \ldots & 0 & a_1 & a_0 & \ldots & 0 \\
b_1 & b_0 & \ldots & 0 & : & : & \ldots & : \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \ddots & \vdots \\
b_{n-1} & b_{n-2} & \cdots & b_1 & b_0 & 0 & \cdots & : \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \ldots & b_n & b_{n-1} & 0 & 0 & \ldots & 0 \\
0 & 0 & \ldots & b_n & 0 & 0 & \ldots & 0 \\
\end{bmatrix}
= \begin{bmatrix} q_1 \\ q_2 \\ \vdots \\ q_n \\ p_0 \\ p_1 \\ \vdots \\ p_{2n} \end{bmatrix},
\]

where the matrix has a dimension of \((2n+1)\) by \((2n+1)\). The equation (6) can be written as \(FK = C\), where the system matrix, controller vector and desired polynomial vector are defined as \(F, K\) and \(C\), respectively. Hence, a solution is obtained through \(K = F^{-1} C\). For the equation (6), a solution always exists if \(G = A/B\) is proper. A suitable solution for the Diophantine equation may not be found when \(F\) is not a square matrix, which is the main problem of the reduced-order controllers such as classical PID and lower-order CDM. On the other hand, the proposed controller (3) has the order of the system so that a square matrix is always constructed to obtain suitable solutions for nth-order systems.

The closed-loop system stability can be achieved with suitable control parameter values. The pole placement approach can directly be used to calculate control coefficients. Namely, let us define a desired characteristic polynomial by

\[ C(s) = c_{2n} s^{2n} + \cdots + c_1 s + c_0. \] (7)
The desired characteristic polynomial (7) can be constructed from various standard filter design polynomials [29], including Binomial, ITAE, and Butterworth-type polynomials and characteristic ratio assignments [24, 30, 31]. If we consider the binomial polynomials, the coefficients in terms of natural frequency $\omega$ can be given by the formula

$$ (s + \omega)^{2n} = \sum_{k=0}^{2n} C(2n,k)\omega^{2n-k}s^k, \quad (8) $$

where $C(2n,k) = (2n!)/(k!(2n-k)!)$ for $k = 0, 1, \ldots, 2n$, and the desired coefficients of (7) are $c_k = C(2n,k)\omega^{2n-k}$. The binomial transfer function poles provide fast response with some overshoot, so the set-point weights, $0 < b_1, b_2 \leq 1$, can be adjusted to eliminate the undesired overshoot.

The denominator of controller $G_x$ must have stable dynamics, which is desirable in terms of the integrity of feedback control system. For stable systems, a stable controller can always be found. However, for non-minimum phase unstable systems, the parity interlacing property (PIP) must be satisfied to obtain a stable controller. The PIP condition states that a necessary and sufficient condition for the existence of a stable stabilizing controller is that between each zero of the system on the RHP real axis (including infinity as a zero), there be an even number of poles [32]. For a stable controller, the natural frequency $\omega$ in (8) must be selected appropriately such that all the roots of controller denominator, found from $q_ns^n + \cdots + q_1s = 0$, have negative real parts (one root is zero due to the integrator).

### 2.1 Performance analysis

The stability of closed-loop system can be evaluated through the roots of $C(s)$. The polynomial $C(s)$ is a Hurwitz polynomial if and only if all of its roots have negative real parts. The Lipatov and Sokolov conditions [33] are also very useful for quick checking the stability, which is given by

$$ c(i-1)c(i+2) \leq 0.4655c_ic_i+1, \quad i = 1, \ldots, 2n - 2. \quad (9) $$

These stability conditions (9) also provides an effective way of producing robust polynomials. By considering the robust Hurwitz polynomials [34], the robustness of the controller under small parameter changes can be assessed. First, let us define the following parameter interval for all coefficients of the desired characteristic polynomial

$$ c_i \in [\alpha_i, \delta_i], \quad \delta_i \geq \alpha_i > 0, \quad (10) $$

then, the interval polynomial $C(s)$ given by (7) and (10) is Hurwitz for all $c_i \in [\alpha_i, \delta_i]$, if

$$ \delta_i(i-1)\delta_i+1 \leq 0.4655\alpha_i\alpha_i+1, \quad i = 1, \ldots, 2n - 2. \quad (11) $$

Hence the proposed controller has robustness against small parameter variations according to above stability condition. The controller has the same robustness features of the characteristic ratio assignment and the CDM.

The disturbance rejection performance of the controller can easily be evaluated for step reference and step disturbance inputs, i.e., $R(s) = r/s$, $\Phi(s) = 981/s$, such that the steady-state response is obtained as

$$ \lim_{s \to 0} s^{\alpha_r} G_r(s)G(s)r/s + \Phi/s = r. \quad (12) $$

Since both $G_r$ and $G_y$ include an integrator as seen in controller (3), the steady-state response of the closed-loop system will have zero error under the step disturbance input.

### 2.2 Tuning the control parameters

The control parameters can easily be tuned with natural frequency of the binomial polynomial (8). The set-point weights, $b_1$ and $b_2$, can be adjusted to eliminate the undesired overshoot under step set-point and disturbance variations. These parameters can be adjusted manually or numerically. A numerical search algorithm can be performed to get optimal results. For this goal, the Nelder-Mead simplex algorithm [35] can be implemented for finding the optimal set-point weight values. The MATLAB’s “fminsearch” function uses this algorithm to solve nonlinear optimization problems. To obtain suitable results, the ITAE performance index, $ITAE = \int_0^\infty t|e(t)|dt$, can be used to get conservative controller settings. For example, a MATLAB/Simulink based algorithm provided in [36] can directly be utilized to find optimal set-point weight settings.

### 3 Applications

The various designs and control performance of the proposed controller are illustrated on some high-order and challenging practical systems including a three-cart system, the single-link flexible joint robot and the planar quadrotor system.

#### 3.1 Three-cart system

The multi-DOF spring-mass-damper system is commonly used to model various systems, $eq$, robotic motion control. These systems can be unstable and vibrate at a certain natural frequency with a certain natural displacement, and thus they are difficult to control and operate [37]. The model of three-cart system as illustrated in Fig. 2 is given by

$$ \begin{align*}
    \dot{x}_1 &= x_2, \\
    \dot{x}_2 &= (-f_1x_2 - kx_1 + kx_3 + \alpha V)/m_1, \\
    \dot{x}_3 &= x_4, \\
    \dot{x}_4 &= (-f_2x_4 - 2kx_3 + kx_1 + kx_3)/m_2, \\
    \dot{x}_5 &= x_6, \\
    \dot{x}_6 &= (-f_3x_6 - kx_5 + kx_3)/m_3, \\
    y &= x_5,
\end{align*} \quad (13) $$
where \( y(m) \) is the position of the third cart, \( V(\text{V}) \) is the motor control voltage, \( m_1 = 1.6 \text{ (kg)} \), \( 0.75 \leq m_2, m_3 \leq 1.25 \text{ (kg)} \), \( k = 400 \text{ (N/m)} \), \( f_1 = 0.09 \text{ (Ns/m)} \), \( f_2 = f_3 = 3.68 \text{ (Ns/m)} \) and \( k_a = 3.156 \). The control goal is to design the controller so that the third cart can track a given step inputs as fast and accurately as possible without having any oscillations. The controller must be robust enough to deal with mass variations in the second and third carts. The motor voltage is limited by \(|V| \leq 12 \text{ volts.} \) The system is unstable with a RHP pole. The classical PID controller cannot solve the mechanical oscillations of the system, so a higher-order controller is needed for providing a desirable performance.

Since the system order is \( n = 6 \), the controller is written from (3)

\[
G_r(s) = \frac{p_2b_1s^2 + p_1b_1s + p_0}{q_2s^2 + q_1s},
\]

\[
G_y(s) = \frac{p_6s^6 + \cdots + p_1s + p_0}{q_6s^6 + \cdots + q_2s^2 + q_1s}.
\]

Using the twelfth-order binomial polynomial for \( \omega = 25 \) to have a stable feedback controller \( G_y \), the control gains are found as \( p_0 = 1.88 \times 10^{11}, p_1 = 9.06 \times 10^{10}, p_2 = 1.39 \times 10^{10}, p_3 = -5.43 \times 10^8, p_4 = 2.84 \times 10^7, p_5 = -2.02 \times 10^6, p_6 = 1.89 \times 10^5, q_1 = 2.54 \times 10^6, q_2 = 2.72 \times 10^5, q_3 = 1.76 \times 10^4, q_4 = 292.58, q_6 = 1 \), and the set-point weights are selected as \( b_{b_1} = 0.1 \), and \( b_{b_2} = 0.1 \), when the cart masses are \( m_2 = m_3 = 1 \text{ (kg).} \) Figure 3 shows the control performance under mass variations. The controller is designed for nominal masses \( m_2 = m_3 = 1 \text{ (kg),} \) but these masses are variable due to the loads. It is seen from Fig. 3 that the controller provides a robust and highly satisfactory non-overshoot performance under \( \pm 25\% \) mass variations. The control voltage has very smooth variations without reaching the supply limits.

### 3.2 A single-link flexible-joint robot

Robot control is a quite challenging problem especially if the robot includes a flexible joint or link. Such flexibility produces nonlinearities and increases the system order, which results in vibration and low control performance. The equations of motion of the flexible-joint robot arm driven by a dc motor as shown in Fig. 4 is given by

\[
\begin{align*}
I\ddot{q}_1 &= Mgl\sin q_1 + k(q_1 - q_2), \\
J\ddot{q}_2 &= -k(q_1 - q_2) = u, \\
y &= q_1, 
\end{align*}
\]

where the experimental parameter values are taken from [12] as \( Mgl = 0.8 \text{ (Nm)} \), \( I = 0.03 \text{ (kgm}^2) \), \( J = 0.004 \text{ (kgm}^2) \) and \( k = 31 \text{ (Nm/rad).} \) The angular position of arm, \( q_1 \), is the measurable output. With linearization at origin, \( \omega \), \( \sin(q_1) \approx q_1 \), a transfer function is obtained as

\[
G(s) = \frac{Y(s)}{U(s)} = \frac{2.583 \times 10^5}{s^4 + 8810s^2 + 2.053 \times 10^5}.
\]

The system has four imaginary poles, which is not possible to control with classical PID controllers. Since \( n = 4 \), the controller is written from (3)

\[
\begin{align*}
G_r(s) &= \frac{p_2b_1s^2 + p_1b_1s + p_0}{q_2s^2 + q_1s}, \\
G_y(s) &= \frac{p_6s^6 + \cdots + p_1s + p_0}{q_6s^6 + \cdots + q_2s^2 + q_1s},
\end{align*}
\]

where for a stable \( G_y \), the control gains are calculated from binomial polynomial (8) for \( \omega = 60 \) as \( p_0 = 16.5 \times 10^6, p_1 = 8.04 \times 10^7, p_2 = 4.98 \times 10^6, p_3 = -9.936 \times 10^4, p_4 = 390.86, q_1 = 7.89 \times 10^3, q_2 = 92043, q_1 = 480, q_4 = 1 \), and the set-point weights are found from numerical optimization as \( b_{b_1} = 0.125 \), and \( b_{b_2} = 0.12 \). Figure 5 illustrates the reference tracking response of the controller. It is clear that the controller provides a fast, non-overshoot response and highly effective disturbance rejection performance.
Fig. 6 is given by

where \( m \) is the mass (\( m = 0.2 \text{kg} \)), \( I_{xx} \) is the inertia (\( I_{xx} = 0.1 \text{kgm}^2 \)), \( g = 9.81 \text{m/s}^2 \), \( u_1 \) is the thrust force, \( u_2 \) is the moment about the \( x \)-axis, and the planar quadrotor pose is represented by \((y, z, \varphi)\). Linearization of the system around hover point, \( z = z_e, y = y_e, \varphi = 0 \), \( u_1 = mg, u_2 = 0 \), the transfer function of system can be obtained as

\[
\begin{align*}
Z(s)/U_1(s) & = 5/s^2, \\
Y(s)/U_2(s) & = -98.1/s^4, \\
\varphi(s)/U_2(s) & = 10/s^2.
\end{align*}
\]

The controller can be designed independently for \( z \) and \( y \) positions while the system dynamics are highly nonlinear and coupled. Since we have \( Y/U_2 = Y/\varphi \cdot \varphi/U_2 \) and \( Y(s)/\varphi(s) = -9.81/s^2 \), a cascade controller can be designed to control the position \( y \). Then, for time-varying smooth references, the controllers from (3) are designed to be

\[
\begin{align*}
U_1 & = \frac{p_{21}s^2 + p_{11}s + p_{01}}{q_{21}s^2 + q_{11}s}(Z_r - Z), \\
\varphi_r & = \frac{p_{22}s^2 + p_{12}s + p_{02}}{q_{23}s^2 + q_{13}s}(Y_r - Y), \\
U_2 & = \frac{p_{23}s^2 + p_{13}s + p_{03}}{q_{23}s^2 + q_{13}s}(\varphi_r),
\end{align*}
\]

where \( Z_r, Y_r \) are the references, \( U_1 \) is the position controller, \( \varphi_r \) is the outer loop position controller, and \( U_2 \) is the inner loop attitude controller. Since the references are time-varying and smooth, all set-point weights are taken as one. The fourth-order binomial polynomial is used to calculate control gains \( u_1, \varphi_r \) and \( u_2 \) when \( \omega_1 = 8, \omega_2 = 4, \omega_3 = 40 \), respectively. The control gains are calculated as \( p_{01} = 819, p_{11} = 409.6, p_{21} = 76.8, q_{11} = 32, q_{21} = 1 \) for \( u_1, p_{02} = -26, p_{12} = -26, p_{22} = -9.78, q_{12} = 16, q_{22} = 1 \), for outer loop position controller \( \varphi_r \), and \( p_{03} = 256000, p_{13} = 25600, p_{23} = 960, q_{13} = 160, q_{23} = 1 \) for inner loop attitude controller \( u_2 \). Figure 7 illustrates the tracking performance and control inputs of the designed controller for \( Z_r = 4 \sin(t) \) and \( Y_r = 0.4 \sin(0.5t) \). Even though the system is highly nonlinear, it is clear that fast and very good tracking results are obtained.

![Fig. 6. Schematic diagram of a planar quadrotor flying about the hover state](image)

3.3 Planar quadrotor

Quadrotors have become very popular in recent years for various mobile applications [38]. They have nonlinear under-actuated dynamics, which causes some challenges in suitable controller designs. The equations of motion of a planar quadrotor flying in \( y-z \) plane as illustrated in Fig. 6 is given by

\[
\begin{align*}
m\ddot{z} & = -mg + u_1 \cos \varphi, \\
m\ddot{y} & = -u_1 \sin \varphi, \\
l_{xx}\ddot{\varphi} & = u_2,
\end{align*}
\]

where \( m \) is the mass (\( m = 0.2 \text{kg} \)), \( I_{xx} \) is the inertia (\( I_{xx} = 0.1 \text{kgm}^2 \)), \( g = 9.81 \text{m/s}^2 \), \( u_1 \) is the thrust force, \( u_2 \) is the moment about the \( x \)-axis, and the planar quadrotor pose is represented by \((y, z, \varphi)\). Linearization of the system around hover point, \( z = z_e, y = y_e, \varphi = 0 \), \( u_1 = mg, u_2 = 0 \), the transfer function of system can be obtained as

\[
\begin{align*}
Z(s)/U_1(s) & = 5/s^2, \\
Y(s)/U_2(s) & = -98.1/s^4, \\
\varphi(s)/U_2(s) & = 10/s^2.
\end{align*}
\]

The controller can be designed independently for \( z \) and \( y \) positions while the system dynamics are highly nonlinear and coupled. Since we have \( Y/U_2 = Y/\varphi \cdot \varphi/U_2 \) and \( Y(s)/\varphi(s) = -9.81/s^2 \), a cascade controller can be designed to control the position \( y \). Then, for time-varying smooth references, the controllers from (3) are designed to be

\[
\begin{align*}
U_1 & = \frac{p_{21}s^2 + p_{11}s + p_{01}}{q_{21}s^2 + q_{11}s}(Z_r - Z), \\
\varphi_r & = \frac{p_{22}s^2 + p_{12}s + p_{02}}{q_{23}s^2 + q_{13}s}(Y_r - Y), \\
U_2 & = \frac{p_{23}s^2 + p_{13}s + p_{03}}{q_{23}s^2 + q_{13}s}(\varphi_r),
\end{align*}
\]

4 Conclusion

The simplicity and output feedback features of the PID controllers provide significant benefits for designing efficient, low cost and flexible controllers, and the goal of this paper is to expand all these benefits to higher-order system control. A two degrees of freedom PID type controller is designed for controlling high-order dynamical systems.
The proposed controller is constructed with optional polynomial coefficients and solution of the Diophantine equation. The set point weights are directly incorporated into the controller design to eliminate the undesirable overshoot resulted from disturbing effects. It is shown with the numerical studies that while the controller design procedure is built upon the linearized system dynamics, the controller has a robust performance against nonlinearities, disturbances and small parameter variations. The feasibility of the proposed controller is illustrated with numerical studies on some challenging linear and nonlinear dynamical systems. The control approach can be designed for single input dynamical systems in any order to obtain superior performance. The method can be expanded to multi-input dynamical systems.
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