Real-estate price prediction with deep neural network and principal component analysis

1 Introduction

House price prediction based on existing real-estate data serves as fundamentals for property appraisal and real-estate market evaluation. The final sale price of a property is an important profitability determinant within an investment portfolio. Predicting the real-estate value allows individuals, companies and governments to effectively devise their financial plans. During the project feasibility stage, gauging the construction cost with the predicted sale price of a building directly influences the built/no built decision, which in turn determines the existence of a construction project. At the national level, the expected real-estate values have an impact on the associated contract, easements acquisition and pricing policies. An early estimate of the real-estate price value facilitates decision-making about its construction, purchase and/or regulation for real-estate owners, construction professionals and governments. Despite the importance of the topic for construction professionals and its stakeholders, it has not received adequate attention from the construction management field and it is mainly discussed by literature on real-estate price prediction within the real estate, finance, economy and business studies (Rafiei and Adeli 2016). While the real-estate price models within the literature have not been critically investigated (Li and Shi 2011), little attention has been paid to the price-prediction models that can be utilised over high-dimensional data-sets: data with several feature columns for explaining a limited number of records.

The real-estate price is influenced by a complex range of factors and thus a price predictor needs to incorporate this complexity in a computationally efficient manner (Khalafallah 2008; Park and Kwon Bae 2015; Chen et al. 2017; Hu et al. 2019; Ho et al. 2021). Thus, the existing literature implemented a variety of statistical and pattern recognition approaches over different real-estate pricing data with various features to simulate the influential factors that affect the final real-estate price value (Rafiei and Adeli 2016). Over the past decades, the machine learning (ML) approaches enhanced decision-making within different
applications such as predicting identifying safe worker behaviour (Patel and Jha 2015), forecasting the variations in monthly material prices (Shiha et al. 2020) and predicting the house price values (Jiang and Shen 2019; Wang et al. 2019). The success of ML approaches within different fields encouraged the development of house price models that automatically extract the price information from different real-world datasets. To this end, artificial neural network (ANN), a widely used ML algorithm, is applied over a wide range of applications such as classification and language translation. However, a shortcoming of ANN is its difficulty in training the high-dimensional dataset (Awad and Khanna 2015).

A deep neural network (DNN) is a popular and strong extension of ANN that learns through a hierarchical procedure (Awad and Khanna 2015), and its performance is highly dependent on the quality and volume of the dataset. Even though the abundance of data improves the ML and subsequently DNN performance, still there are real-world cases where the dataset size is relatively small. Within this context, real-estate price valuation for developing cities restricts the study space to boundaries of that specific location and therefore limits the possible number of price-data records. These limited real-estate price records are often described within a high-dimensional feature space. Despite its wide application for price prediction, DNN adoption in real-estate applications is limited due to the mostly high-dimensionality and inaccessibility of big data. The high-dimensionality complicates the DNN training and decreases its price-prediction accuracy. In this respect, principal component analysis (PCA) is an unsupervised ML method that is used to reduce high-dimensionality within the dataset. The concept of PCA was invented by Pearson (1901) and further developed by Hotelling (1933). PCA projects the high-dimensional dataset into a lower subspace, where principal components are explained through a set of uncorrelated features (Ayesha et al. 2020). Accordingly, PCA extracts key features while retaining essential variance in the original feature attributes. This enables the identification and ranking of the influential features that improve the prediction accuracy of ML.

On the other hand, auto-encoders are projecting the dataset into the latent space for a better understanding of the dataset by the model. In this regard, PCA can also function similar to an auto-encoder for projecting the dataset into the lower-dimensional space (Reddy et al. 2020) and thence improves the DNN’s understanding of a given high-dimensional dataset. Moreover, from application perspectives, both DNN and PCA are simple-to-implement algorithms, but despite this simplicity, their application over categorical construction and real-estate price data is not addressed by existing literature. This study demonstrates that the implementation of PCA after encoding enhances the model prediction ability. In other words, the PCA transformation of the high-dimensional real-estate dataset enhances the price-prediction accuracy of the DNN model. This study integrates PCA with DNN (PCA-DNN) to improve the prediction accuracy of real-estate sale prices. The PCA transforms the dataset into a new set of datasets with different feature columns, in which most of the variance is concentrated at the primary principal components.

This study’s motivation for adopting PCA within a hybrid PCA-DNN model for real-estate price prediction is threefold: dimensionality reduction, feature selection and data transformation before processing in the DNN model. This study shows the efficiency of the PCA-DNN model over a hard-to-fit dataset, that is small-sized, high-dimensional and comprised of several categorical attributes. To this end, 1,244 real-world house price records were collected from the central area of Trabzon, Türkiye. The price records are described through categorical and numerical features, representing a general state of a data structure that can be found in a typical real-estate website in Türkiye.

To validate the developed model, its performance is benchmarked against a conventional DNN, and a stepwise regression analysis (SRA) combined with DNN (SRA-DNN) models. In addition, the number of trainable parameters associated with the number of layers and neurons is customised for each of the three models. Besides, these models were iterated for different loss optimisation and activation functions. Thus, the optimum network architecture (for each DNN, SRA-DNN and PCA-DNN models) was configured to enable comparison and evaluation amongst these models. Hence, the price-prediction performance of PCA-DNN model is compared with the benchmark models, using mean square error (MSE) (Pal 2017), mean absolute error (MAE) (Pal 2017) and mean absolute percentage error (MAPE) (Kim and Kim 2016) metrics. As a result, the PCA-DNN model developed in this study is useful for house price-prediction applications, where each real-estate unit price is described by a high-dimensional dataset.

2 Research background

The past research established the complexity of predicting the real-estate price value due to its influence from a wide range of influential determinates, such as inflation
rate (Stukhart 1982; Poterba 1984; Qiao and Guo 2014), policy adjustment (Zheng and Yan 2017), environmental events (Yue et al. 2020), accessibility (Zhang et al. 2022) and urban (Zhang et al. 2022) and public transportation services (Wen et al. 2022). To date, several studies have explored artificial intelligence (AI) (Rafiei and Adeli 2016; Cao et al. 2018; Gondia et al. 2020) in a variety of construction and real-estate predictions applications. As a branch of AI, ML approaches were utilised over the real-estate dataset to evaluate the most influential house price determinants (Zhai et al. 2018; Zhang et al. 2020; Luo et al. 2021). In a recent study, the empirical house price data from China are operated with a Hedonic price model for the identification of influential price determinants (Luo et al. 2021). Furthermore, the real-estate price prediction was exercised by adopting different ML approaches such as multiple linear regression (Zhang 2021), ANNs (Khalfallah 2008; Claesen and De Moor 2015), multi-layer perceptron NN (MLP-NN) (Hu et al. 2019), Naïve Bayes (NB) (Park and Kwon Bae 2015), decision trees (DTs) (Park and Kwon Bae 2015; Peng and Wang 2022), K-nearest neighbour (KNN) (Hu et al. 2019) and support vector machine (SVM) (Chen et al. 2017; Hu et al. 2019; Ho et al. 2021). The research has found that grouping the benefit of single ML approaches within a single predictor (ensemble model) facilitates the creation of a more robust predictor compared with the contributing single ML techniques. In this regard, real-estate price-prediction was experimented with mainly tree-based ensemble approaches such as random forest (RF) (Sanjar et al. 2020; Ho et al. 2021; Chen et al. 2022; Peng and Wang 2022), RF with extra trees (Hu et al. 2019), AdaBoosting (AB) (Park and Kwon Bae 2015), gradient boosting (GB) (Hu et al. 2019; Ho et al. 2021; Chen et al. 2022), and XGBoost (Abdul-Rahman et al. 2021).

With the increase in computational power, the ANN concept was extended to structure a stronger predictor known as DNN. Compared to ANN, DNN increases the number of hidden layers while using a backpropagation mechanism for hierarchically learning from the precedent layers (Awad and Khanna 2015). The adoption of DNN models for house price prediction has recently attracted researchers’ attention (Seya and Shiroi 2021), and applications of various DNN-based predictors were explored in the literature, such as convolutional neural network (CNN) (Piao et al. 2019) and long short-term memory (LSTM) (Kim et al. 2020). Seya and Shiroi (2021) showed that the prediction accuracy of DNN only improved when data size increased from order 4 \((n = 10^4)\) to order 5 \((n = 10^5)\), reaching a 90% MAPE value. However, their study is limited to medium-sized and large-sized datasets, and they have not investigated DNN application in the small-sized real-estate dataset. In this respect, this study challenges the use of a small-sized dataset with the order of 3 \((n = 10^3)\).

The small-sized real-estate price dataset can incorporate several price feature columns for explaining limited price records. While the increase in the number of price records enhances the prediction accuracy, the increase of influential feature columns reduces the price-prediction ability of the adopted ML approach. The addition of each price feature adds another dimension to the dataset, which complicates the learning of the machine (curse of dimensionality). The issue of high-dimensionality was addressed in literature by eliminating redundant and irrelevant features through various dimensionality reduction techniques (Ayesha et al. 2020): i.e., PCA, factor analysis, forward and backward stepwise regression and linear discriminant analysis (LDA). Reddy et al. (2020) identified PCA as a more effective dimensionality reduction method compared to LDA, when combined with the other ML algorithms, such as DT, SVM, NB and RF. In this regard, the existing studies in the broader literature exercised PCA for the identification and ranking of influential features as well as enhancing the prediction accuracy of ML (Wang and Zhang 2013; Zhan et al. 2021; Wen et al. 2022). However, in the context of real-estate and construction applications, there exists a comparatively small body of literature on AI methods incorporated with PCA. In this regard, the house price and construction dataset was processed using the PCA model combined with radial basis function network (RBFN) (Phan 2019; Xiao and Yan 2019), CNN (Piao et al. 2019), and RF (Piao et al. 2019). Furthermore, SVM and support vector regression (SVR) incorporated with PCA were effectively used within different fields of real-estate and construction applications. The improved performance achieved through the combination of PCA with SVM and SVR has also been well-established in the literature. Son et al., (2012) proposed a PCA-SVR model for cost prediction of commercial buildings, which enhances its performance, compared with the other four analysed data mining methods. All these works have acknowledged the vital role of PCA in dimensionality reduction and consequently the enhanced prediction accuracy of the accompanying algorithm. Despite its efficiency, the topic of the combined performance of PCA with ANN (PCA-ANN) on real-estate and construction was explored only in a few studies (Shi 2009; Xiao and Yan 2019). Shi (2009) used PCA to classify the price determinates for price prediction within the ANN structure. His results showed a good match between PCA-ANN prediction with price labels. Similarly, to predict house prices, Xiao and Yan (2019) combined PCA with RBFN, and their results showed high price-prediction accuracy.
At the network training stage (Figure 1), to structure the appropriate network architecture of each DNN, SRA-DNN and PCA-DNN models, they are iterated considering different combinations of neurons and layers along with various activation, loss and optimisation functions. This study evaluates both unsupervised and supervised learnings of the models.

3 Research methodology

3.1 Data collection and processing

Real-estate price data, obtained in May 2021 (Sahibinden.com 2021) from an online real-estate advertisement agency in Türkiye, are used in the present study. In this respect, real-estate price records of 42 districts from the central area of Trabzon city in Türkiye are collected. The house price descriptors
on the website such as building age, bedrooms and saloons are used as explanatory price features. This results in a dataset on 1,381 house price records that is explained with 19 feature columns. The data are initially cleaned by the removal of empty and ambiguous data cells. The categorical and numerical features are wrangled into their appropriate data formats, while the noisy data are removed; the relevant details are shown in Figure 3. The cleaned dataset comprised 1,244 price records that were explained by 17 explanatory features.

These 17 features includes 7 numerical and 10 categorical features. The seven numerical features are flat area, building age and floor number, number of stories, bathrooms, bedrooms and saloons. The remaining 10 categorical features are further subdivided into six binary and four non-binary nominal categorical features. The six binary categorical features, namely balcony, furniture, amenities, credit availability, video call and swap, are dummy encoded, while the four non-binary categorical features, namely heating, current usage
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condition, seller and neighbourhood, are encoded using the ordinal encoding method.

Additionally, the real-estate price features obtained from the real-estate project characteristic (PC), along with their attributes, are briefed in Table 1.

It is to be noted that the statistical description for categorical features (Table 1) is comprised of those that are obtained from the dummy encoding procedure.

3.2 Evaluation metrics

To measure the prediction accuracy of these models, three loss metrics (Eqs [1]–[3]) are used: MSE, MAE (Pal 2017) and mean absolute percentage error (MAPE) (Kim and Kim 2016).

\[ \text{MAE} = \frac{1}{n} \sum_{i} |\hat{y}_i - y_i| \]  
(1)

\[ \text{MAPE} = \frac{1}{n} \sum_{i} \left| \frac{\hat{y}_i - y_i}{y_i} \right| \times 100 \]  
(2)

\[ \text{MSE} = \frac{1}{n} \sum_{i} |\hat{y}_i - y_i|^2 \]  
(3)

where \( n \) is the number of price records and \( i \) is the corresponding record; \( \hat{y}_i \) and \( y_i \) are the predicted and the actual price values, respectively; and \( \hat{y}_i \) and \( y_i \) are the normalised predicted and actual price values associated with each record \( i \), respectively. Notably, MAPE is sensitive to normalisation and therefore is calculated over unnormalised price data. In contrast to MAPE, both MSE and MAE metrics are sensible to normalisation scaling and therefore are used over the normalised predicted and actual price labels.

3.3 Dimensionality reduction and feature selection

In this paper, simultaneous to dimensionality reduction ability, PCA is used to enhance the quality of encoded price data. Therefore, firstly the dimensionality reduction ability and feature selection quality of PCA are compared with SRA. Secondly, DNN models are trained with PCA-extracted features and SRA-selected features. Moreover, in conducted analyses, NumPy (Harris et al. 2020) and Pandas (McKinney 2010) Python libraries were used, respectively, for managing matrices and arrays, and data manipulation and analysis. Outcome of the pre-processed dataset is presented in a feature matrix, as seen in Eq. (4).
### Tab. 1: PC attributes – numerical and categorical labels and frequencies.

<table>
<thead>
<tr>
<th>Identifier</th>
<th>Feature name</th>
<th>Feature type</th>
<th>Feature attributes</th>
<th>Frequency of attribute</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC1</td>
<td>Area</td>
<td>Numerical</td>
<td>(89, 286]</td>
<td>497</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(286, 482]</td>
<td>664</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(482, 678]</td>
<td>74</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(678, 874]</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(874, 1070]</td>
<td>2</td>
</tr>
<tr>
<td>PC2</td>
<td>Room</td>
<td>Numerical</td>
<td>1 bedroom</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2 bedrooms</td>
<td>168</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3 bedrooms</td>
<td>776</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4 bedrooms</td>
<td>166</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5 bedrooms</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6 bedrooms</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7 bedrooms</td>
<td>1</td>
</tr>
<tr>
<td>PC3</td>
<td>Saloon</td>
<td>Numerical</td>
<td>0 saloon</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1 saloon</td>
<td>1,191</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2 saloons</td>
<td>50</td>
</tr>
<tr>
<td>PC4</td>
<td>Building age</td>
<td>Numerical</td>
<td>0–4 years</td>
<td>595</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5–10 years</td>
<td>218</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>11–15 years</td>
<td>163</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>16–20 years</td>
<td>135</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>21–25 years</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>26–30 years</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>≥31 years</td>
<td>24</td>
</tr>
<tr>
<td>PC5</td>
<td>No. of stories</td>
<td>Numerical</td>
<td>1–15 stories</td>
<td>Illustrated in Figure 2a.</td>
</tr>
<tr>
<td>PC6</td>
<td>Floor No.</td>
<td>Numerical</td>
<td>–1 to 15 floor</td>
<td>Illustrated in Figure 2b.</td>
</tr>
<tr>
<td>PC7</td>
<td>No. of bathrooms</td>
<td>Numerical</td>
<td>1 bathroom</td>
<td>549</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2 bathrooms</td>
<td>635</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3 bathrooms</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4 bathrooms</td>
<td>6</td>
</tr>
<tr>
<td>PC8</td>
<td>Balconies</td>
<td>1</td>
<td>With balcony</td>
<td>1,182</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Without balcony</td>
<td>62</td>
</tr>
<tr>
<td>PC9</td>
<td>Furniture</td>
<td>1</td>
<td>Furnished</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Not furnished</td>
<td>1,202</td>
</tr>
<tr>
<td>PC10</td>
<td>Amenities</td>
<td>1</td>
<td>Amenities included</td>
<td>394</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Amenities not included</td>
<td>850</td>
</tr>
<tr>
<td>PC11</td>
<td>Credit availability</td>
<td>1</td>
<td>Available</td>
<td>1,118</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Unavailable</td>
<td>126</td>
</tr>
<tr>
<td>PC12</td>
<td>Video call</td>
<td>1</td>
<td>Available</td>
<td>589</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Unavailable</td>
<td>655</td>
</tr>
<tr>
<td>PC13</td>
<td>Swap option</td>
<td>2</td>
<td>Ready for swap</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>No swap</td>
<td>1,044</td>
</tr>
<tr>
<td>PC14</td>
<td>Heating system</td>
<td>1</td>
<td>Natural gas</td>
<td>1,006</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Central</td>
<td>173</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>gas stove</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Air conditioning</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Stove</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Underfloor heating</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fireplace</td>
<td>7</td>
</tr>
<tr>
<td>PC15</td>
<td>Occupancy condition</td>
<td>1</td>
<td>Unoccupied</td>
<td>812</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Occupied by owner</td>
<td>243</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Under rent</td>
<td>189</td>
</tr>
<tr>
<td>PC16</td>
<td>Selling agency</td>
<td>1</td>
<td>Real-estate agent</td>
<td>1,052</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Construction company</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Private owners</td>
<td>156</td>
</tr>
<tr>
<td>PC17</td>
<td>Neighbourhood</td>
<td>1</td>
<td>1–42 districts</td>
<td>Illustrated in Figure 2c.</td>
</tr>
</tbody>
</table>

PC, project characteristic.
This dataset includes \( n = 1,244 \) price observations and \( d = 17 \)-dimensional feature spaces.

\[
X = \begin{bmatrix} x_{11} & \cdots & x_{1d} \\ \vdots & \ddots & \vdots \\ x_{n1} & \cdots & x_{nd} \end{bmatrix}
\]

\( x_{ij} \in \mathbb{R}^{n \times d}, \forall i = 1,2,\ldots, n, \forall j = 1,2,\ldots, d \)

\[
Y = \begin{bmatrix} y_1 \\ \vdots \\ y_n \end{bmatrix}
\]

\( y_i \in \mathbb{R}^d, \forall i = 1,2,\ldots, n \)

where \( X \) is a matrix of size \( (n \times d) \), and \( n \) is the total number of price records (samples). Each of these price records has \( d \) number of real-estate–specific features (target factors, \( x_j \)), while the corresponding matrix \( X \) is constituted with observation values, \( x_{ij} \). Correspondingly, \( Y \) is a vector size \( n \), associated with 1,244 price records. Then, the cleaned dataset is normalised through Eq. (5).

\[
x^*_i = \frac{x_i - \mu_j}{\sigma_j}
\]

where \( x_i \) and \( x^*_i \) represent \( i \)th price record associated with \( j \)th feature and its normalised value, respectively. Also, \( \mu_j \) and \( \sigma_j \) are the mean and standard deviation, related to all records in each feature space calculated using Eqs (6) and (7).

\[
\mu_j = \frac{1}{n} \sum_{i=1}^{n} x_{ij}
\]

\[
\sigma_j = \left[ \frac{1}{n-1} \sum_{i=1}^{n} (x_{ij} - \mu_j)^2 \right]^{1/2}
\]

To avoid the zero-division error, corresponding standard deviations with 0 instances are replaced with 1. Consequently, the normalised data becomes unit-free while preserving the original data covariance.

### 3.3.1 Principal component analysis

For the computation of principal components, the steps below are followed.

**Step 1: Data normalisation**

To centre the dataset around the origin, before projecting data into a lower-dimensional subspace, data are normalised as seen earlier in Eq. (5).

**Step 2: Computation of covariance matrix**

The covariance matrix is the measurement of the spread of each feature dimension away from the mean concerning the other feature dimensions. The covariance matrix \( S \) is obtained using equation Eq. (8).

\[
S = \begin{bmatrix} s_{11} & \cdots & s_{1d} \\ \vdots & \ddots & \vdots \\ s_{d1} & \cdots & s_{dd} \end{bmatrix}
\]

\( s_{kr} \in \mathbb{R}^{d \times d}, \forall k = 1,2,\ldots, d, \forall r = 1,2,\ldots, d \)

where \( S \) is a \( (d \times d) \) matrix that each of its indices \( s_{kr} \) stands for in the correlation coefficient. \( s_{kr} \) is calculated using Eq. (9).

\[
s_{kr} = \frac{1}{n} \sum_{i=1}^{n} x^*_i x^*_r
\]

**Step 3: Calculation of eigenvalues and eigenvectors**

For calculation of eigenvalues, Eq. (10) is to be solved for \( \lambda \) correlated with covariance matrix \( S \).

\[
Se_{\tilde{q}} = \lambda e_{\tilde{q}}
\]

where \( \lambda \) and \( e_{\tilde{q}} \) are eigenvalues and eigenvectors, respectively. Eigenvectors are associated with the direction of uncorrelated features in the dataset while eigenvalues stand for the information retained by each feature. Eigenvalues and eigenvectors obtained upon the solution of Eq. (10) are to be sorted in ascending order, based on the order of eigenvalues. Moreover, to determine how many features of a dataset are kept while projecting the dataset into low subspace, Eq. (11) is executed.

\[
\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_k
\]

\[
X_k = \sum_{r=1}^{d} e_{\tilde{q}} x^*_r
\]

\[
\bar{X} = \begin{bmatrix} X_1 & X_2 & \cdots & X_k \end{bmatrix}
\]
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where $X_k$ is a $k^{th}$ principal component derived using sorted eigenvector $e_k$ multiplied by normalised sample vector $x_i'$. Also, $\mathbf{X}$ is an $(n \times k)$ matrix generated from all the project features into the new subspace. Here, to obtain the overall data variance, the accumulated contribution of these principal components is to be selected as follows in Eq. (12).

$$X_{PCA} \subseteq \mathbf{X}$$

$$X_{PCA} \in \mathbb{R}^{n \times p}, \forall p < k \tag{12}$$

where $X_{PCA}$ is an $(n \times p)$ matrix, generated by selecting the $p < k$ principal components. In other words, the original $(n \times d)$ data dimension at this step is reduced to $(n \times p)$ dimension.

### 3.3.2 Deep neural network

The procedure to structure a DNN model is outlined in Figure 4.

As depicted in Figure 4, the first step is to initialise the parameters of the model referred to as hyperparameters. The main hyperparameters of a DNN model are learning rate, activation function, number of epochs, layers and neurons, as well as activation, loss and optimisation functions. Hence, the first layer of the network is initialised using the normalised feature matrix $X^*$, while assigning the weight and bias parameters randomly, as indicated in Eq. (13).

$$Z_1 = W_1X^* + b_1 \tag{13}$$

where $W_1$ and $b_1$ are the weight and bias matrices of the first layer of DNN. Here, $Z_1$ is the pre-activation parameter, which is the resultant input of the activation function. Furthermore, the initialised parameters in Eq. (13) are used to compute the activation function as illustrated in Eq. (14).

$$A_1 = \varphi(Z_1) \tag{14}$$

where $A_1$ is the activation of the first layer. Here, $\varphi(.)$ is the activation function. In this study, relu, softmax, softsign and tanh activation functions were iterated to find the optimum activation of the hidden layers. For the final layer, a linear activation function is used. Accordingly, using the forward propagation, the extracted information is transferred to the next layer, as shown in Eqs (15) and (16).

$$Z_L = W_L A_{L-1} + b_L \tag{15}$$

$$A_L = \varphi(Z_L) \tag{16}$$

---

**Fig. 4:** Outline of DNN procedure. DNN, deep neural networks.
where \( A_L \) is the activated function from the earlier layer, \( W_L \) is weight matrix and \( b_L \) is bias. Further, \( L \) is the number of the associated layer. After the calculation of the activation function in each layer, the cost function is to be computed using Eq. (17).

\[
J = -\frac{1}{n} \sum_{i=1}^{n} \left( \hat{Y}_i \ln(A_i) + (1 + \hat{Y}_i) \ln(1 - A_i) \right) \quad (17)
\]

In Eq. (17), \( J \) is the average value of cross-entropy cost, while \( \hat{Y}_i \) is the predicted price label. Through a procedure called backward propagation, the calculated cost function returns to the initial layers to improve the weights. Afterwards, the backward propagation is used to compute the gradient of the calculated loss function for the adjusted parameters. Here, the adjusted weight and bias are updated using the mathematical expression given in the following equations, Eqs (18)–(20).

\[
\frac{\partial J}{\partial W_L} = \frac{1}{n} \left( \frac{\partial L}{\partial Z_L} A_{L-1}^T \right) \quad (18)
\]
\[
\frac{\partial J}{\partial b_L} = \frac{1}{n} \sum_{i=1}^{n} \frac{\partial L}{\partial Z_L} \quad (19)
\]
\[
\frac{\partial L}{\partial A_{L-1}} = W_L^T \frac{\partial L}{\partial Z_L} \quad (20)
\]

where \( \frac{\partial J}{\partial W_L} \) and \( \frac{\partial J}{\partial b_L} \) are derivatives of wight \( W_L \) and bias \( b_L \) matrices; and \( \frac{\partial L}{\partial A_{L-1}} \) and \( \frac{\partial L}{\partial Z_L} \) are derivatives of the activated layer \( A_{L-1} \) and pre-activation \( Z_L \) respectively.
Furthermore, using the calculated gradient descent from the previous step, the weight and bias parameters are to be updated as stated in Eqs (21) and (22).

\[
W_l = W_l + \alpha \frac{\partial J}{\partial W_l}
\]  
\[
b_l = b_l + \alpha \frac{\partial J}{\partial b_l}
\]

where \( \alpha \) is the learning rate. Afterwards, the described procedures are to be repeated for the predetermined numbers of iterations. To prevent DNN from overfitting, the patience value is set as 10, which stops the model 10 steps after reaching its optimum loss value. Finally, the trained parameters along with hyperparameters are used for label prediction. The described DNN procedure is to be repeated over \( X_{\text{reg}} \) selected and \( X_{\text{PCA}} \) extracted features, as detailed in the following section.

4 Price-prediction models

4.1 Model development

In this work, a hybrid PCA-DNN model, using 1,244 extracted feature records, \( X_{\text{PCA}} \) (Eq. [12]), is adopted over small-sized real-estate price data (Figure 5).

The PCA-DNN model extracts and translates real-estate price features into new feature space, significantly enhancing the quality of feature attributes as well as the prediction ability of the DNN model.

4.2 Benchmark model

For performance evaluation of the developed model, backward SRA is also used. SRA selects influential features.
features through forward and backward stepwise analyses. Among these, backward SRA uses all the variable features within a single model and comparatively retains a larger value of $R^2$. Hence, SRA attempts to select a
minimum number of independent variables (feature columns) with the most meaningful explanation of the dependent variable (price records). The backward SRA initiates with the evaluation of all explanatory features, $X$ (Eq. [4]), with respect to their probability of occurrence in sample data, called $P$-value or significance level. Afterwards, the selected features, $X_{\text{Reg}}$, are obtained and fed into the DNN model.

Therefore, this study compares the predictive and computational cost performance of the adopted PCA-DNN model with DNN and SRA-DNN models to evaluate its efficiency in the handling of the high-dimensional dataset (Figure 6).

First, the PCA-DNN model’s ability in handling categorical real-estate data is to be compared with the DNN model (Figure 6a), using all of its principal components. Likewise, the PCA-DNN model is further compared with the SRA-DNN model (Figure 6b) to consider its dimensionality reduction ability over the high-dimensional categorical real-estate dataset.

### 4.3 Model training

Selection of the optimum network architecture plays a crucial role in price-prediction performance, and thus the optimal network architecture for each of the three models is obtained for the respective analyses. Upon completion of each iteration step, the loss function is computed for evaluation. Amongst the iterated loss functions, MAE (Eq. [1]) and MSE (Eq. [3]) show the lowest average error, and therefore MSE is selected, as the loss metric, for all the three models. In this work, different optimisation functions have been taken into consideration, whereby Adam and Nadam optimisations exhibited the best performance, and thus Adam optimisation is used for all models. Also, DNN-based models are iterated through conventional regression activation functions, namely Tanh, Softsign, Softplus, Relu and Elu, whereby the Relu activation function is selected for all three models. The observed MSE values against the different numbers of neurons are evaluated.
for the three models (Figure 7). The marked values in Figure 7 show the observation average throughout the performed iterations.

Based on Figure 7, the increase in the number of neurons improves the training and validation errors, while all models reach their best performance between 20 and 30 neurons. In supervised learning scenarios, the PCA-DNN model outperforms DNN and SRA-DNN models. Some of the architectural configurations of PCA-DNN models yield up to 98% prediction accuracy, whereas the accuracy of the other models does not surpass the limit of 75%. Moreover, Figure 8 displays the behaviour of three DNN-based models concerning the different number of layers. The marked values in Figure 8 show the observation average throughout the performed iterations.

Based on Figure 8, in the supervised scenario, all models are best trained with 5–10 layers. However, after 10 layers, the models are not trained and the MSE values increase for all three models. Accordingly, all models are trained using six layers.

Afterwards, the trained parameters along with hyperparameters are used for label prediction. Each of the DNN, SRA-DNN and PCA-DNN models is iterated over different parameters to find the best model configuration with the best price-prediction accuracy. Accordingly, the optimum hyperparameters have been adjusted for each of the three models, as presented in Table 2.

Table 2 shows the best configuration for all models, and therefore the efficiency of the PCA-DNN model can be compared with the best possible performance of the DNN and SRA-DNN models.

5 Results and discussions

5.1 Model evaluation

Based on this, the optimal model architecture is adjusted for each of the three selected models, and the results are presented in Table 3.

Table 3 highlights the improvement in prediction accuracy from 40% MSE (DNN model) to 10% MSE (PCA-DNN model). This demonstrates the PCA-DNN model’s ability in enhancing the quality of the encoded categorical datasets, together with simultaneously reducing the high-dimensionality of the sparse real-estate dataset. This finding is also ascertained by comparing the
maximum prediction accuracy of the adopted PCA-DNN model with those of the DNN and SRA-DNN models. In the case of both DNN and SRA-DNN, the accuracy could not exceed 60%. As a result, the accuracy obtained by this study over the order 3 ($n = 10^3$) dataset (14% MAPE) could outperform those achieved using DNN in a study by Seya and Shiroi (2021) over the order 4 ($n = 10^4$) dataset (21% MAPE).

Besides, the unsupervised and supervised performance of all models within both training and validation sets are compared, whereby the best performing DNN, SRA-DNN and PCA-DNN models with the least MSE values are shown in Figure 9.

In all iterations, the differences between the training and evaluation MSE values for DNN and SRA-DNN models are larger than the observed difference in MSE values from the PCA-DNN model (Figure 9). The PCA-DNN model achieved an average of 5%–10% MSE contrasted to the minimum of 30%–35% MSE obtained by the other two models. The iteration results demonstrate the superior performance of the PCA-DNN model compared with the DNN and SRA-DNN models, in both unsupervised and supervised configurations.

Moreover, the percentage of data variance kept for the selected principal components directly affects the model performance, as shown in Figure 10. For computational efficiency, the PCA-DNN models can be trained with fewer components (Figure 10), while still yielding better performance than the DNN and SRA-DNN models. However, the model characterised by the best accuracy is used for comparison, namely the PCA-DNN model with 15 principal components, which preserves 99% of data variance. Additionally, the model comparison demonstrates the efficiency of the
Mostofi et al., Real-estate price prediction using deep neural network PCA-DNN model in improving the prediction accuracy of both unsupervised and supervised learning scenarios (Figure 11). The adoption of the PCA-DNN model compensates for the reduced prediction accuracy due to the limited number of price records and the categorical nature of feature columns.

Both DNN and SRA-DNN models reached their optimum performance at initial epochs, unlike the proper training observed in the PCA-DNN model throughout the greater number of epochs (Figure 11). The observed training losses for DNN and DNN-SRA models decrease with the rise in validation losses, which implies the overfitting problem and training difficulty (Figure 11). By contrast, the accuracy of the PCA-DNN model reaches over 90% without any overfitting issues. The extracted data within each principal component contain the variance in

---

**Fig. 12:** Total variance preserved by principal components (a). MSE values were obtained for selected principal components (b). Detailed influence of first three principal components (c). Influence of all principal components (d). MSE, mean square error; PCs, project characteristics.
numerical and categorical price feature attributes in continuous numerical format, which facilitates the learning procedure of the neurons within each layer.

5.2 Identification of influential price features

In addition to dimensionality reduction, PCA is used to find the influential feature attributes (Figure 12). The number of selected principal components determines the cumulative variance preserved in a dataset (Figure 12a). Additionally, Figure 12b shows the relationship between the number of principal component and MSE values obtained from the PCA-DNN model. The PCA localises the crucial features with the most impact on the house price. The first three principal components are responsible for 37% of the variance in the dataset, and their contribution to explaining the price units is detailed in Figure 12c. The 1st principal component is associated with the spatial attributes, namely area, number of stories, floor number, bathrooms, bedrooms and saloons (Figure 12c). The age attribute of the building is shown by the 2nd principal component. Similarly, the 3rd principal component is responsible for usage conditions and the seller agency of the flat (Figure 12c). The other principal components are responsible for relatively smaller data variance, while their contribution to the price value is illustrated in Figure 12d.

The feature contributions obtained by PCA have been further validated through SRA and Pearson correlation (Figure 13).

Both correlations in Figure 13a and regression coefficients in Figure 13b highlight the major contribution of spatial attributes to real-estate price units. Successive to spatial attributes, the building age displays a good relationship with the price feature. The obtained SRA results are in accordance with first, second and third principal feature components extracted using PCA, and therefore SRA validates feature selection results obtained through PCA (Figure 12).

The adopted PCA-DNN model enhances the prediction accuracy of high-dimensional real-estate price units.

6 Conclusion

Accurate real-estate price prediction is an important decision-making parameter for construction professionals. Despite the importance of the topic, the literature on construction management has not investigated the house price-prediction models for the use of construction professionals. One of the obstacles to using the existing house price predictors is the high-dimensionality of the real-world real-estate price dataset, which reduces the price-prediction accuracy of the adopted predictors. The existing literature on ML-based real-estate price prediction over the small-sized dataset has not reached a good prediction accuracy. This paper adopts PCA for dataset transformation, dimensionality reduction and localisation of the influential price features. The model performance is evaluated against benchmark DNN and SRA-DNN models. The PCA-DNN model significantly outperforms the DNN and SRA-DNN models, while exhibiting 90% accuracy with a good generalisation ability. The results suggest that the application of PCA not only reduces the high-dimensionality of the dataset but also enhances the quality of the encoded feature attributes. The observed improvement may be due to improved
DNN learning through the utilisation of the transformed numerical and categorical price feature attributes in continuous numerical format.

The proposed PCA-DNN model proved to be efficient in managing the high-dimensional real-estate price dataset. Additionally, it was found that spatial features along with building age have the most influence in the determination of the total real-estate price. The adoption of the PCA-DNN model compensates for the reduced prediction accuracy due to the limited number of price records and the categorical nature of feature columns. The model is beneficial in real-estate and construction applications, where the absence of medium and big datasets decreases the price-prediction accuracy. Furthermore, the PCA utilised in this study works over the linear dataset, and the proposed study is yet to experiment with other real-estate datasets with different feature columns such as time-varying price and inflation features. Thus, it is recommended to conduct this study using the other variations of PCA, such as Kernel and robust PCA.
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