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ABSTRACT

A bulbous bow is a typical ship structure. Due to the influence of the bulbous bow, complex flow separation and gas capture phenomena may appear during the water entry of ship-like sections. In this paper, experimental and numerical studies on the water entry of a ship-like section with an obvious bulbous bow are carried out. Two thin plates are installed at both ends of the test model to ensure that the flow field during the impact process is approximately two-dimensional. The free-fall drop test is carried out in the test rig equipped with guide rails. By changing drop heights, impact pressure on the model surface with different initial impact velocities is measured. A numerical model for simulating the water entry of the ship-like section is established by using the Computational Fluid Dynamics (CFD) method, based on the Navier-Stokes equations. Reasonable time steps and mesh size are determined by convergence analysis. Four different flow models are used in the numerical analysis. It is found that the K-Epsilon turbulence model can present the most reasonable numerical prediction by comparing numerical results with the experimental data. Furthermore, the influence of the bulbous bow on the impact loads is numerically studied by using the validated numerical model. It suggests that the bulbous bow has little effect on the impact force acting on the bow-flared area but, in the position near the bulbous bow, the pressure will be affected by the second slamming and the air cushion.
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INTRODUCTION

The hydrodynamic impact between a ship and a wave can cause severe slamming loads, which threaten the safety of the local and overall structure of the ship’s hull [1-3]. In order to better understand the hydrodynamic impact between the ship and the water, water entries of typical ship structures have attracted a lot of theoretical and experimental studies.

The cross-sectional shape of the bottom of a high speed ship is usually approximated as a wedge [4]. Pioneering work on the water entry of the wedge can be traced back to Von Karman [5] and Wagner [6]. Based on the momentum conservation and the concept of added mass, Von Karman performed the theoretical investigation of the hydrodynamic loads acting on a wedge [5]. Wagner refined the model of Von Karman by taking into consideration the local rise of the water surface during the water impact [6]. Neglecting the effect of gravity and viscosity, Dobrovol’skaya derived the similarity solution for the water entry of symmetrical infinite wedges with a constant velocity [7]. Zhao and Faltinsen [8]
improved on Dobrovols'kaya's results and presented reliable results for dead-rise angles, down to 4°. Wang and Faltinsen [9] further presented reliable results for dead-rise angles, down to 1°. Kamath illustrated the water impact problem of a symmetrical wedge with the open source computational fluid dynamics (CFD) model REEF3D [10]. The numerical results are in good agreement with the experimental data reported by Yettou et al. [11]. Considering that the presence of the ground may influence the hydrodynamic loading, Jalalishendi et al. [12] carried out freefall experiments of a wedge in finite water depth to investigate shallow water entry. Panciroli et al. systematically performed freefall drop tests of two groups of curved rigid wedges to investigate the role of the curvature on the impact dynamics [13]. The test data has been used to verify the numerical simulation of the water entry of the curved wedges in Yu et al. [14]. Barjasteh et al. presented an experimental study on the water entry of asymmetric wedges and the effects of parameters (including initial dead-rise angle, inclination angle and impact speed) were discussed [15]. Chen et al. investigated the effect of ice on impact loads during the water entry of a wedge by using both CFD and a Wagner-type theoretical model [16].

Compared to the wedge section, the curvature of the bow-flare ship section is more complicated. Aarsnes performed the drop tests of a bow-flare ship section [17]. Five different roll angles were considered in the tests. For each roll angle, the test model was dropped from different drop heights. The total test model was divided into three parts: one measuring section with a dummy section on each side. Impact forces, impact pressures and vertical accelerations were measured in the tests. In subsequent studies, many numerical methods were validated using these tests, including the Boundary Element Method [18-19], the Constrained Interpolation Profile method [20], the Arbitrary Lagrangian–Eulerian method [21], and the Finite Volume Method [22]. Free-fall drop tests of a symmetry bow-flare ship section were performed in the Wave Induced Loads on Ships (WILS) Joint Industry Project [23], which was conducted by the Korea Research Institute of Ships and Ocean Engineering (KRISO). Under the proposal of the International Hydrodynamic Committee of the International Society of Offshore and Polar Engineers, comparative studies between different numerical methods and experimental data have been carried out [24-25]. Park et al. [26] carried out a drop test of simple wedge models with fixed dead-rise angles and cross-section models of practical container carrier sterns. The influence of single and twin skeg models on the pressure history is discussed. Guzel [27] conducted drop tests with a bow flare ship section model and a catamaran section model at various impact velocities. Hydrophobicity modifies the water uprisings characteristics and energy balances, and reduces the impact loads acting on marine structures during slamming events.

Based on the above review, there were only a few experimental tests on the water entry of ship-like sections in the previous studies. This work was, therefore, motivated by the lack of experimental data suitable for ship-like sections with an obvious bulb. Reasonable experimental data are helpful to the establishment and validation of the numerical model. The present aim is to analyse the slamming characteristics (i.e. pressure time history, impact loads) of the ship-like section by experimental and numerical study. For the ship-like section with an obvious bulbous bow, the flow separation may occur at the location of the bulbous bow, and then the separated free surface impacts on the ship section again. During the secondary slamming process, a gas-filled cavity will form between the ship section and the separated free surface, making the flow field around the section complicated. For the ship-like sections in the previous tests of Aarsnes [17] and MOERI [23], the size of the bulbous bow was small and no cavities (or only small cavities) appeared during water entry. In the present study, the drop test of a ship-like section with an obvious bulbous bow is carried out and a reasonable numerical model is established by using the finite volume method. Then, the influence of bulbous bow on hydrodynamic impact loads acting on bow-flare sections is numerically studied.

**EXPERIMENT SETUP CONFIGURATION AND MODELS**

In order to ensure the water-entry attitude of the model, the free-fall drop test was carried out in the test rig shown in Fig. 1. Four guide rails, vertical to the still water surface, were installed in the test rig. The model shelf connected with the guide rail could slide freely along the guide rail. By fixing the test model with the model shelf, the velocity direction of the model was guaranteed to be vertical to the water surface.

Fig. 2 shows the state of the test model installed in the test rig. Fig. 3 shows the model profile and installation position of the pressure sensors. The profile of the model was unchanged along the length direction. The width and length of the model were 1500 mm and 900 mm, respectively and the mass of the model was 477 kg. Two thin plates (5 mm) were installed at both ends of the model to ensure that the flow field during the impact process was approximately two-dimensional [28]. The outer plate of the model was 5 mm thick steel plate with supporting structures inside the model, so that the test model can be regarded as a rigid body.

Six pressure sensors (HM91, German HELM Company) were installed in the test model and the test surface of the pressure sensor was approximately equal to the outer surface of the model [29]. The positions of P1-P5 were equidistant in the bow-flared area. The measurement range of the pressure sensor was 50 kPa. The diameter and natural frequency of the pressure sensor was 8 mm and 150 kHz, respectively. A displacement sensor (PT1DN, American Celesco Company) was installed in the test model. The measurement range of the displacement sensor was 6.3 m. The displacement of the model and hydrodynamic impact pressure acting on the model are collected synchronously, and the sampling frequency of the pressure and the displacement signals set to 10 kHz [28-29]. All measured signals are automatically converted into corresponding units of measured variables through the
According to the initial drop height and displacement curve of the model, the time when the lowest point of the model touches the still water surface can be determined and is defined as \( t=0 \). The velocity of the model at \( t=0 \) is defined as the initial velocity of the water entry in the present study. By differentiating the displacement of the model with time, the initial velocity of the model with different drop heights was obtained.

**EXPERIMENTAL RESULTS**

The impact velocity during the free-fall water entry can be adjusted by changing the drop height of the model. The initial impact velocities of the model in the test were 2.648, 3.074 and 3.448 m/s, respectively, corresponding to three different drop heights. In order to ensure the stability of the test results, at least three repeated tests were carried out for each test condition. Fig. 4 shows the results of three repeated tests for the case with the initial impact velocity \( V_0=3.448 \) m/s. Although there are a few deviations in the test data of the three same test conditions, the test data has good repeatability in general.
Fig. 5 shows the change of flow field during the test. As shown in Fig.5(a), before the bulb entered the water, the motion of the model is similar to a free-falling body. As the model continued to move downward, it began to enter the water and was subjected to the reaction force of the fluid. At this moment, the bulb slamming lead to the flow separation of the fluid (Fig.5(b)). It can be seen that the flow field outside the thin plate at both ends of the model is less disturbed, and the water splashes mainly along the two sides of the model section. Then, the water jet impacted on the flare of the section, as shown in Fig.5(c). With the further falling of the model, a large amount of water escaped after the flare slamming, as shown in Fig.5(d).
Fig. 6 shows the comparison of impact pressures at the locations P3 and P6, which have the same height but different longitudinal positions. It can be seen that the impact pressure in the middle part of the model varies very little along the length direction, which indicates that the flow field in the middle part of the model is similar to the water entry of the two-dimensional section.
Fig. 7 shows the impact pressure results with different initial impact velocities. Because of the influence of flow separation near the bulbous bow, the pressure sensors at P1 and P2 are almost simultaneously stimulated. Flow separation and gas trapping occur near the bulbous bow during the impact of the ship-like section due to the relatively appropriate entry velocity. The low velocity entrances cannot bring the water to separate and so, when the water entry velocity is high, the separation of flow probably skips P1 and P2 and directly hits the vicinity of P3 and P4. P3 reaches peak value earlier than P1 and P2 at \( V_0 = 3.448 \) m/s in Fig.7(c). The peak pressure time at P3 is delayed in other cases (Fig.7(a) and Fig.7(b)) under different water entry velocities; this also verifies the relationships between the water entry velocities and the flow separation characteristics. After the flow separation occurs, the water surface gradually rises along the hull surface and the pressure sensors at P3, P4 and P5 generate signals in turn, respectively.

**NUMERICAL MODEL**

**NUMERICAL METHODS**

The water entry of the ship-like section is numerically studied by using the commercial Computational Fluid Dynamics (CFD) solver StarCCM+ software [30]. The two fluids (water and air) are assumed to be immiscible and incompressible [22] [25]. The interface between air and water is captured by using the VOF technique and the High-Resolution Interface Capturing (HRIC) scheme [31-32]. The VOF technique has been illustrated in the author’s previous work [33]. Temporal integration is carried out by using the Euler implicit scheme. The governing equations are discretised by the central difference scheme in space except the convection term, which uses a second-order upwind scheme. The Segregated Flow solver based on the Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) algorithm is used to solve the pressure and velocity coupling problem during the water entry. The motion of the grid around the ship section is numerically realised by using the overset mesh method, and the transfer of physical quantities between the overset zone and the background zone is realised by using the linear interpolation method.
The ship-like section considered in the present study is symmetrical and its motion is limited to the vertical direction. Therefore, only half of the model is established. As shown in Fig. 8, the computational domain is rectangular and the vertices of the rectangle are marked A, B, C and D, respectively. A Cartesian coordinate system OXY is introduced to describe the numerical model. The OX axis is located at the undisturbed water surface and the OY axis lies in the symmetrical axis of the bow-flared sections. The dimension of the computational domain in the XY-plane is described by L1, L2 and H, respectively. W is the half-width of the bow-flared sections. Referring to the discussion on the size of the computational domain [32] [34], the lengths of L1, L2 and H are set to 8W, 4W and 10W, respectively.

The boundary conditions of the numerical model are set as follows. The boundary condition of ‘AB’ is set to pressure outlet. Only air is allowed to exit the domain. The boundary conditions of ‘BC’ and ‘CD’ are set to velocity inlet, where the velocity and the composition of field components (air and water) are specified. Only water is allowed to enter into the boundary ‘CD’. The boundary condition of ‘AD’ is set to symmetry boundary. The boundary condition of the ship section is set to no-slip wall. Fig. 9(a) shows the mesh view of the global domain. An overset mesh is applied to the model and it is shown in black in Fig. 9(a). In order to simulate the interaction between the section and the water accurately, fine mesh is assigned to the region where the section may pass. Fig. 9(b) shows the fine mesh near the section.

<table>
<thead>
<tr>
<th>Mesh configuration</th>
<th>Number of elements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Background</td>
</tr>
<tr>
<td>coarser</td>
<td>47278</td>
</tr>
<tr>
<td>coarse</td>
<td>132835</td>
</tr>
<tr>
<td>medium</td>
<td>132835</td>
</tr>
<tr>
<td>fine</td>
<td>459661</td>
</tr>
</tbody>
</table>

The studies for evaluating the effects of grid resolution and the time step on the calculated results were carried out and the initial impact velocity of the model was set to \( V_0 = 3.448 \) m/s. The K-Epsilon turbulence model was selected as the flow model. The effects of different flow models are discussed in Section 5.1 and the main characteristics of four different mesh configurations are shown in Table 1. Fig. 10 shows impact pressures with different mesh densities. The time step was set to \( \Delta t = 2.5 \times 10^{-4} \) s. It can be seen that the results of the coarse and coarser mesh configurations are obviously different from the other two mesh configurations, especially for the location P1. The results of medium and fine mesh configurations show good agreement, although there is still a small deviation. Fig. 11 shows impact pressures with different time steps. The medium mesh configuration was chosen. It can be seen that the results of \( \Delta t = 5 \times 10^{-4} \) s and \( \Delta t = 2.5 \times 10^{-4} \) s are in good agreement for all of the five locations. The time step was set to \( \Delta t = 2.5 \times 10^{-4} \) s in the following simulations.
Fig. 10. Impact pressures with different mesh densities: (a) P1; (b) P2; (c) P3; (d) P4; (e) P5
RESULTS AND DISCUSSION

CONFRONTATION OF NUMERICAL RESULTS WITH EXPERIMENTAL DATA

In the numerical simulation of water entry problems, different flow models have been adopted in the previous studies [22] [35]. For the water entry of a two-dimensional wedge, Johannessen compared the impact pressure and the impact force of different flow models by using the CFD solver StarCCM+, and found that the selection of flow models has little effect on the impact loads. In the present study, several different flow models in the CFD solver StarCCM+ were used to simulate the water entry of the ship-like section, including the K-Epsilon turbulence model, SST K-Omega turbulence model, Spalart-Allmaras turbulence model and Laminar model.
Fig. 12 shows the free surface changes of the flow field obtained by using different flow models at $t=0.075$ s. It can be seen that the results of three turbulence models show obvious flow separation phenomenon at the position of the bulbous bow. However, the free surface predicted by the laminar flow model rises gradually along the ship section, which is obviously different from the numerical results of turbulence models.

Fig. 13. The comparison between numerical results and experimental results for the initial impact velocity $V_0=3.448$ m/s: (a) P1; (b) P2; (c) P3; (d) P4; (e) P5
Fig. 13 shows the comparison between numerical results and experimental results for the initial impact velocity \( V_0 = 3.448 \text{ m/s} \). For the location P1, the pressure history predicted by using the laminar flow model generates earlier and the peak value of pressure is larger. This is because there is no flow separation phenomenon in the results of the laminar Model; the water surface contacts the P1 position more quickly. The numerical oscillation in the results of the SST K-Omega turbulence model and the Spalart-Allmaras turbulence model is more obvious than that of the K-Epsilon turbulence model for location P1. The result of the K-Epsilon turbulence model agrees well with the experimental value.

For the location P2, the variation trend of the numerical results obtained by using the K-Epsilon turbulence model is closer to that of the experimental value compared with other flow models, especially for the pressure rise stage between \( t=0.1 \) s and \( t=0.12 \) s. But the results of the K-Epsilon turbulence model and the experimental value still have some deviations in the peak value of impact pressure.
Fig. 15. The comparison between numerical results and experimental results for the initial impact velocity $V_0=3.074$ m/s: (a) P1; (b) P2; (c) P3; (d) P4; (e) P5
For the locations P3, P4 and P5, the overall deviation of numerically predicted results for different flow models is small. Compared to the numerical results of other flow models, the K-Epsilon turbulence model has the best agreement with the experimental results. For the peak slamming pressure of P3, P4 and P5, the deviation between the numerical results of the K-Epsilon turbulence model and the experimental values is 1.72%, 1.33%, 4.34%, respectively.

Fig. 14 and Fig. 15 show the comparisons between numerical and experimental results for $V_0=2.648 \text{ m/s}$ and $V_0=3.074 \text{ m/s}$, respectively. The flow model is set to the K-Epsilon turbulence model. The numerical results are generally in good agreement with the experimental results for different initial impact velocities, except location P2. For location P2, the impact pressure is mainly caused by the secondary impact of the separated liquid on the ship section. In addition, the effect of the air cavity cannot be missed. The peak value of impact pressure (P2), obtained by using numerical methods, is much larger than that of the experimental data. Since the air cavity is important in such a three-dimensional model, due to the bulbous bow, the air effect may be significant [36-37].

INFLUENCE OF BULBOUS BOW ON IMPACT LOADS

In some studies of ship slamming, the bulbous bow of the original bow-flared section may be simplified [38-39]. Fig. 16 shows the comparison of the original and simplified sections. The profiles of the two sections are the same in the bow-flared area ($y>380 \text{ mm}$). In order to analyse the influence of bulbous bow on the impact loads, a comparative analysis on the water entry of the two sections was carried out. The impact velocity is constant at 4 m/s. The flow model is set to the K-Epsilon turbulence model. Fig. 17 shows the comparison of the water surface elevation during water entry of two sections. It can be seen that there is obvious flow separation and gas capture phenomena during the water entry of the original section, which cannot be seen in the water entry process of the simplified section.
Fig. 18. Impact pressure of the simplified section obtained by using different flow models: (a) P1; (b) P2; (c) P3; (d) P4; (e) P5
Fig. 19. The comparison of impact pressure at typical locations: (a) P1; (b) P2; (c) P3; (d) P4; (e) P5
The equation of motion of a water-entered object is written as
\[ \frac{d^2 \mathbf{y}}{dt^2} + \mathbf{F}_c + \mathbf{F}_d + \mathbf{F}_b + \mathbf{F}_g = \mathbf{F}_w, \]
where \( \mathbf{y} \) is the position vector, \( \mathbf{F}_c \) is the capillary force, \( \mathbf{F}_d \) is the drag force, \( \mathbf{F}_b \) is the buoyancy force, \( \mathbf{F}_g \) is the gravitational force, and \( \mathbf{F}_w \) is the fluid force. The forces to be considered are the inertia force \( \mathbf{F}_i = m \ddot{\mathbf{y}} \), the buoyancy force \( \mathbf{F}_b = \rho g V \), the drag force \( \mathbf{F}_d = -\frac{1}{2} \rho C_D \frac{V^2}{2} \mathbf{A} \), and the capillary force \( \mathbf{F}_c = \gamma \frac{dA}{dt} \), where \( m \) is the mass, \( V \) is the volume, \( \rho \) is the density, \( C_D \) is the drag coefficient, \( A \) is the cross-sectional area, and \( \gamma \) is the surface tension.

The free-fall drop test is carried out in the test rig equipped with guide rails. By changing the drop height, the impact pressure on the model surface with different initial impact velocities is measured. The influence of bulbous bow on the impact loads. For the ship-like section without a bulbous bow, it is found that the bulbous bow reduces the impact pressure in the middle part of the model. This means that the impact pressure obtained by using the simplified section is relatively conservative for most locations on the section.

The water entry of the ship-like section is numerically studied by using the commercial Computational Fluid Dynamics (CFD) solver StarCCM+. The motion of the grid around the ship section is realised by using the overset mesh method. Numerical results show good convergence of time step and mesh size. Four different flow models are used in numerical analysis. It is found that the Laminar model cannot reasonably predict the flow separation and gas capture phenomena near the bulbous bow. By comparing the numerical results with the experimental results, it is found that the K-Epsilon turbulence model shows better agreement with the experimental results than other flow models. The simulation results of P1, P3, P4 and P5 are in good agreement with the experimental results. The simulation result of P2 is not good because of the secondary impact of the separated liquid and the air cushion effect.

Referring to the previous studies on the simplified treatment of the original bulbous bow section, a simplified section without a bulbous bow is introduced to discuss the influence of bulbous bow on the impact loads. For the simplified section without a bulbous bow, the numerical results of different flow models are very close, which is consistent with the previous study on the water entry of the wedge. By comparing the impact pressure of the two sections, it is found that the bulbous bow reduces the impact pressure at most positions on the ship-like section, but increases the local impact pressure near the bulbous bow (P2 location) due to the secondary impact of the separated fluid. By comparing the impact force of the two sections, it is found that the bulbous bow has little effect on the impact force acting on the bow-flared area.

**CONCLUSIONS**

Bulbous bow is a typical structure for a ship bow. However, there is little research on the water impact test of ship-like sections with bulbous bow structures. For the ship-like sections in the previous tests carried out by Aarsnes [17] and MOERI [23], the size of the bulbous bow is small and no cavities (or only small cavities) appear during water entry. In this paper, experimental and numerical studies on the hydrodynamics during the water entry of a ship-like section were carried out.

The free-fall drop test is carried out in the test rig equipped with guide rails. By changing the drop height, the impact pressure on the model surface with different initial impact velocities is measured. The profile of the model is unchanged along the length direction, and two thin plates are installed at both ends of the model. By comparing the test data of the two same test conditions, the experimental results show good repeatability. By comparing impact pressures at the locations which have the same height but different longitudinal positions, it is found that the impact pressure in the middle part of the model varies very little along the length direction, which indicates that the flow field in the middle part of the model is similar to the water entry of the two-dimensional section.

The water entry of the ship-like section is numerically studied by using the commercial Computational Fluid Dynamics (CFD) solver StarCCM+. The motion of the grid around the ship section is realised by using the overset mesh method. Numerical results show good convergence of time step and mesh size. Four different flow models are used in numerical analysis. It is found that the Laminar model cannot reasonably predict the flow separation and gas capture phenomena near the bulbous bow. By comparing the numerical results with the experimental results, it is found that the K-Epsilon turbulence model shows better agreement with the experimental results than other flow models. The simulation results of P1, P3, P4 and P5 are in good agreement with the experimental results. The simulation result of P2 is not good because of the secondary impact of the separated liquid and the air cushion effect.

Referring to the previous studies on the simplified treatment of the original bulbous bow section, a simplified section without a bulbous bow is introduced to discuss the influence of bulbous bow on the impact loads. For the simplified section without a bulbous bow, the numerical results of different flow models are very close, which is consistent with the previous study on the water entry of the wedge. By comparing the impact pressure of the two sections, it is found that the bulbous bow reduces the impact pressure at most positions on the ship-like section, but increases the local impact pressure near the bulbous bow (P2 location) due to the secondary impact of the separated fluid. By comparing the impact force of the two sections, it is found that the bulbous bow has little effect on the impact force acting on the bow-flared area.
In the present study, pressures for points located on the bulb bow have not been obtained due to the installation limitation of sensors. Further research is needed for the water entry experiment about the bow section with different bulb shape and installation of sensors.
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