Decision tree analysis as predictor tool for in-hospital mortality in critical SARS-CoV-2 infected patients
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ABSTRACT

Identification of predictive biomarkers for the evolution of critically ill COVID-19 patients would represent a milestone in the management of patients and in human and financial resources prioritization and allocation. This retrospective analysis performed for 396 critically ill COVID-19 patients admitted to the intensive care unit aims to find the best predictors for fatal outcomes in this category of patients. The inflammatory and metabolic parameters were analyzed and Machine Learning methods were performed with the following results: (1) decision tree with Chi-Square Automatic Interaction Detector (CHAID) algorithm, based on the cut-off values using ROC Curve analysis, indicated NLR, IL-6, comorbidities, and AST as the main in-hospital mortality predictors; (2) decision tree with Classification and Regression Tree (CRT) algorithm confirmed NLR alongside CRP, ferritin, IL-6, and SII (Systemic Inflammatory Index) as mortality predictors; (3) neural networks with Multilayer Perceptron (MLP) found NLR, age, and CRP to be the best mortality predictors. Structural Equation Modeling (SEM) analysis was complementarily applied to statistically validate the resulting predictors and to emphasize the inferred causal relationship among factors. Our findings highlight that for a deeper understanding of the results, the combination of Machine Learning and statistical methods ensures identifying the most accurate predictors of in-hospital mortality to determine classification rules for future events.
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INTRODUCTION

The evolution of the SARS-CoV-2 infection to a pandemic was one of the greatest challenges facing not only the medical staff, but also humanity for almost two years. The disease severity and variability in symptoms were, on the other hand, one of the biggest challenges for the medical staff, since many COVID-19 patients had an unpredictable evolution with rapid worsening. Many patient- and disease-related factors were incriminated in the poor evolution, from the personal medical history of the patients to the coagulopathy and multiple organ dysfunctions. In this regard, researchers and doctors have tried to identify the most important predictors for disease evolution and fatal outcome in COVID-19 patients. Several risk factors for critical evolution and fatal outcome related to demographics, preexisting comorbidities, and clinical features were identified in a very recent review. The study concluded that age and comorbidities along with inflammation and liver, renal, and coagulation dysfunctions are significantly related to unfavorable outcomes [1]. Besides laboratory parameters that are critically affected in severe disease forms, clinical risk scores enable the stratification of patients and provide decision-making support. Several clinical scores were analyzed in relation to the disease evolution of COVID-19 patients, like National Early Warning Score 2 (NEWS2), which predicts in-hospital mortality on emergency admission, Systemic Inflammatory Response Syndrome (SIRS), and modified quick sequential organ failure assessment (MqSOFA). While NEWS2 underlines the rapid deterioration of acute patients based exclusively...
on the assessment of physiological parameters and oxygen therapy requirements, SIRS is a score that includes, aside from the respiratory and heart rate, temperature and abnormal white blood cells on admission [2]. The Modified quick Sequential Organ Failure Assessment (MqSOFA) is a SOFA score improved with the SpO2/FiO2 ratio, with a good predictive value for outcome evolution of severe SARS-CoV-2 infections [3]. All the above-mentioned scores are calculated mainly based on clinical parameters, with a few exceptions. Because in COVID-19 patients the conversion to more severe disease implies important modifications in laboratory parameters and in line with the fact that severe patients are monitored daily for their clinical evolution, we intended to assess the usefulness of these parameters in mortality prediction. Since several laboratory parameters are questioned daily for critical patients, all these results in conjunction with demographic data, comorbidities, and clinical parameters have tremendous potential to estimate the outcome of the patients. However, this aspect is difficult to identify at a glance, thus, a statistical algorithm might be useful for patient stratification.

By using artificial intelligence, all these data can assist doctors in making the right decision in the shortest time possible. There are many tools covered by artificial intelligence that might be useful for the estimation of disease severity, disease outcome, or response to a specific treatment. One of them is the decision tree algorithm that analyzes in a sequential mode several variables in relation to the outcome. After the detection of the most accurate thresholds for the continuous variables and conversion into categorical variables, the root, classification and nodes are built by selecting attributes in a random manner and consequently creating a split function for classification and node definition [4].

The complex study performed by Karthikeyan et al. using different machine learning models for the assessment of early mortality prediction estimated that the combination of age, neutrophils, high-sensitive C-reactive protein (hsCRP), lymphocytes, and lactate dehydrogenase (LDH) are accurate mortality predictors in COVID-19 patients [5]. Wang et al. developed two decision models for mortality prediction, one based exclusively on clinical parameters and the second based on laboratory parameters in conjunction with age. The latter which included hsCRP, oxygen saturation (SpO2), lymphocytes, neutrophils in absolute number, D-dimers, aspartate aminotransferase (AST), and renal function evaluated by estimated glomerular filtration rate (eGFR) had a more powerful discrimination rate than the clinical model alone [6].

In this study, we aimed to retrospectively analyze laboratory parameters in conjunction with clinical and demographic characteristics for 396 patients, 183 survivors and 213 with fatal outcomes, admitted to intensive care units (ICU) with critical SARS-CoV-2 infection. Consequently, we intended to construct a decision tree for risk mortality estimation for critically ill COVID-19 patients admitted to the ICU.

The primary outcome was to characterize the changes in laboratory parameters in critically ill COVID-19 patients. The secondary outcome was to determine the cut-off values for the most representative laboratory parameters from each test-group and to generate a decision tree and a path analysis (SEM) to identify the most predictive laboratory tests for in-hospital mortality prediction based on the recorded data.

**METHODS**

**Data collection**

In this retrospective study, data were collected for all patients with COVID-19 admitted to the Intensive Care Unit (ICU) of the Emergency Clinical Country Hospital of Târgu Mureș, Romania, from September 2020 to October 2021. The study was approved by the Ethics Committee of the Emergency Clinical County Hospital Târgu Mureș, Romania, no 26973/10.11.2021.

Patients’ results were obtained from the Laboratory Informational System (LIS). Due to the retrospective design of the study, informed consent was not applicable before data collection. Laboratory results, demographics, medical personal history, and clinical parameters were recorded. The inclusion criteria were: age above 18 years, positive RT-PCR SARS-CoV-2 test results on admission and severe/critical COVID-19 patients who were monitored at least once for IL-6 during ICU admission. In order to divide patients according to comorbidities, the whole group was dichotomized into 2 arms, with diabetes and with other comorbidities (hypertension, chronic ischemic heart disease, obesity, chronic kidney disease, atrial fibrillation, asthma).

The results for IL-6 were recorded for a dynamic description of this pro-inflammatory cytokine and in addition, all biochemical and complete blood count (CBC) parameters were included in the database.

The biochemistry panel for hepatic function assessment consisted of aspartate aminotransferase (AST), alanine aminotransferase (ALT), prothrombin time with international normalized ratio (INR), total bilirubin, direct bilirubin, total protein and albumin. For the evaluation of kidney function, the panel included creatinine, estimated glomerular filtered ratio (eGFR), urea, sodium, and potassium.
The inflammatory biomarkers considered were IL-6, C-reactive protein (CRP), ferritin, D-dimers, neutrophils to lymphocyte ratio (NLR), Systemic Inflammatory Index (SII), and fibrinogen. Both indices, SII and NLR are derived from the CBC and were calculated using the formulas exemplified with equations (1) and (2):

\[
SII = \frac{\#Neu \times Plt}{\#Lymph} \quad (1)
\]

where SII = Systemic Inflammatory Index, \#Neu = absolute neutrophils count/µL, Plt = platelets, \#Lymph = absolute lymphocytes count/µL.

\[
NLR = \frac{\#Neu}{\#Lymph} \quad (2)
\]

where NLR = Neutrophils to Lymphocytes ratio, \#Neu = absolute neutrophils count/µL, \#Lymph = absolute lymphocytes count/µL.

The patients’ management was in accordance with disease severity, lung impairment and requirement for mechanical ventilation; mortality was recorded at the ICU discharge.

**Statistical analysis**

The normality of the distribution was verified using the One-Sample Kolmogorov-Smirnov test. To compare the differences between survivors and non-survivors, the Mann-Whitney test was used for data with non-parametrical distribution and the Student t-test for data with normal distribution. The continuous variables were expressed as the median and interquartile range (IQR) for data with non-parametrical distribution, and as mean +/- standard deviation (SD) for the parametrical ones. For the categorical data, analysis using Chi-square bivariate test was performed and the results were reported as relative numbers and percentages.

To use results from all eligible patients retrieved from the LIS, the missing values for laboratory parameters were replaced using the imputation method by the mean or median of the series for both the decision tree and SEM/path analysis. The optimal cut-off (CO) values were established using ROC Curve analysis (based on Youden’s index formula), and further continuous variables were dichotomized into categorical ones and used for the decision tree analysis.

Statistically significant demographic and laboratory parameters, with AUC (Area Under the Curve) > 0.5 and p≤0.05 were used as independent variables for the assessment of in-hospital mortality.

According to the aim of the research, complementary machine learning methods were applied as predictive modeling techniques, as follows:

1. the decision tree with CHAID algorithm in both cases: (a) no validation and (b) split-sample validation (training and test) by use of random assignments of 50% for the training sample and 50% for the test sample having the advantage that they are structurally the same, respectively the same variables and the same possible categories [7];

2. the decision tree with CRT algorithm due to the advantages of finding boundaries with the more granular level of precision using a very different approach and for Gini coefficient to establish the purity/impurity of the leaf node. For both CHAID and CRT algorithms the minimum number of cases for growth limits were considered as 100 for the parent node and 50 for the child node, while the literature recommended 30 cases for parent and 15 cases for child node [7].

3. neural networks with Multilayer Perceptron (MLP).

4. Structural Equation Modeling (SEM) to confirm correlations and inferred causal relationships among factors [8], for the advantage of the methods to take potential measurement errors into account [8] compared to other multivariate analyses. The minimum conditions of the sample size were respected, the 10 time rule being applied, respectively the sample size to be equal to 10 times the number of independent variables [9]. In our research, 12 independent variables were used for SEM, and the sample size is equal to 396 cases. Furthermore, we have taken into consideration a minimum value of path coefficients between 0.11 and 0.2 with a significance level of 5% and therefore according to Hair Jr. et al we respected the minimum sample size of 155 cases [10]. Referring to the treatment of missing values, we opted not to systematically delete them due to the decreasing of variation in the data and the potential biases introduced as a result [10]. In the case of using decision trees as predictive modeling techniques, not the accuracy of the model is important, but rather the cost of findings, according to the 9 laws of data mining of Khabaza [11].

All variables were transformed into dichotomous ones using the cut-off values from ROC Curve based on Youden’s index formula. The dependent variable was mortality (yes/no) and the independent variables introduced in the analysis were: age, gender, comorbidities, medication, co-infections, NLR, IL-6, SII, ferritin, CRP, D-Dimers, blood glucose, fibrinogen, creatinine, AST with the mentioned CO values in Figure 3 for statistically significant variables.
Structural Equation Modeling (SEM) was used to validate the results of the machine learning methods to establish the inferred causal relationship among factors [12] and to find the best predictor for in-hospital mortality among severe COVID-19 patients. For standardized SEM the goodness-of-fit statistics of the model (statistical power of the model) for the estimated model were considered as follows: $\text{CMIN/DF} \text{ (the relative chi-squared)} < 15\%$, Comparative fit index (CFI) $\approx 0.9$ and RMSEA (Root Mean Square Error of Approximation) $\approx 0.1$.

Data were analyzed with the licensed software SPSS (Statistical Package for the Social Sciences) 23.0 and SPSS-AMOS 22.0.

RESULTS

Patients’ data characterization

This was a retrospective study intending to analyze parameters associated with inflammation, liver and renal function, as well as hematological parameters derived from the complete blood count, for a group of 396 patients with severe forms of COVID-19 infection, hemodynamically unstable and who required ventilatory support, admitted into the ICU of the Emergency Clinical County Hospital Târgu Mureș between September 2020 and October 2021.

Out of the 396 included patients only 183 survived, while for 213 in-hospital mortality was recorded. Deceased patients were older ($p<0.0001$) compared to survivors, while male patients were prevalent in the fatal outcome group (60.6%), with results close to the limit of statistical significance ($p=0.073$). There were no differences in the duration of hospitalization between survivors and non-survivors. Patients with diabetes mellitus or other co-morbidities, as well as those who developed in-hospital infections, were more likely to be among the patients who died.

The demographics and clinical aspects of the patients included in the analysis are detailed in table 1.

Comparative bivariate analysis of laboratory parameters

Assessment of the biomarkers of inflammatory response

Following bivariate analysis of inflammatory biomarkers between the two groups of patients (survivors and non-survivors), all the studied parameters appear to be significantly higher in the deceased group compared to survivors, $p<0.001$ for all. While interleukin 6 (IL-6), ferritin, and C-reactive protein (CRP) have double concentration values in the non-survivor group compared to patients with favorable outcomes, for neutrophils to lymphocytes ratio (NLR) and Systemic Inflammatory Index (SII) the values are almost three times higher in the fatal outcome group compared to the survivor group (table 2).

### Table 1. Demographic and clinical data of critically ill COVID-19 patients included in the retrospective analysis.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Non-survivors (n=213)</th>
<th>Survivors (n=183)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, years</td>
<td>67.9±12.8</td>
<td>59.8±19.1</td>
<td>0.000*</td>
</tr>
<tr>
<td>Gender (male) n (%)</td>
<td>129 (60.6%)</td>
<td>95 (51.9%)</td>
<td>0.073**</td>
</tr>
<tr>
<td>Diabetes Mellitus n (%)</td>
<td>38 (17.8%)</td>
<td>9 (4.9%)</td>
<td>0.000**</td>
</tr>
<tr>
<td>Other Comorbidities n (%)</td>
<td>20 (9.4%)</td>
<td>6 (3.3%)</td>
<td>0.000**</td>
</tr>
<tr>
<td>Tocilizumab n (%)</td>
<td>7 (3.3%)</td>
<td>1 (0.5%)</td>
<td>0.052**</td>
</tr>
<tr>
<td>Remdesivir n (%)</td>
<td>42 (19.7%)</td>
<td>16 (8.7%)</td>
<td>0.002**</td>
</tr>
<tr>
<td>Co-Infections (if present) n (%)</td>
<td>23 (10.8%)</td>
<td>4 (2.2%)</td>
<td>0.001**</td>
</tr>
<tr>
<td>Length of hospitalization (Days) median (IQR)</td>
<td>10 (7-14)</td>
<td>10 (7-17)</td>
<td>0.497***</td>
</tr>
</tbody>
</table>

Values are expressed as relative numbers and percentages after the application of Chi-square bivariate test, as mean (±SD), or as median and interquartile range (IQR); * student t-test, **Chi-square test, *** - Independent Samples Mann-Whitney test.

### Table 2. Bivariate analysis of inflammatory parameters for the patients dichotomized in survivors and non-survivors.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Non-survivors (n=213)</th>
<th>Survivors (n=183)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>IL-6, pg/mL</td>
<td>53.25 (22.99-129.95)</td>
<td>20.34 (8.23-44.93)</td>
<td>0.000</td>
</tr>
<tr>
<td>Ferritin, ng/mL</td>
<td>1155.0 (666.0-2281.9)</td>
<td>581.1 (214.2-1234.5)</td>
<td>0.000</td>
</tr>
<tr>
<td>CRP, mg/L</td>
<td>102.1 (49.7-176.5)</td>
<td>54.0 (12.4-62.6)</td>
<td>0.000</td>
</tr>
<tr>
<td>D Dimers, ng/mL</td>
<td>1259.0 (535.0-3891.0)</td>
<td>1042.7 (249.5-1195.7)</td>
<td>0.000</td>
</tr>
<tr>
<td>Fibrinogen, mg/dL</td>
<td>498 (391-695.20)</td>
<td>410 (306-539)</td>
<td>0.001</td>
</tr>
<tr>
<td>NLR</td>
<td>14.4 (8.5-23.3)</td>
<td>5.33 (2.42-12.11)</td>
<td>0.000</td>
</tr>
<tr>
<td>SII</td>
<td>3303.50 (1749.86-5919.83)</td>
<td>1373.37 (513.84-3359.05)</td>
<td>0.000</td>
</tr>
</tbody>
</table>

CRP= C-reactive protein, NLR= neutrophil to lymphocyte ratio; SII= systemic inflammatory index. Results are expressed as median (IQR) after the application of the Mann-Whitney test; the significance level was set at 0.05.
Assessment of hepatic and renal functions

Comparative analysis of liver function parameters of the two groups of patients, shown in table 3, reveals statistically significant differences regarding AST, total proteins, and albumin serum levels. The group of non-surviving patients had significantly lower total proteins and albumin values (p=0.01 for total proteins, and p<0.0001 for albumin) and higher activity of AST (p=0.0001). In the same comparison analysis, non-surviving patients had higher values of prothrombin time estimated by International Normalized Ratio (PT/INR), close to the limit of statistical significance p=0.07 compared to the group of surviving patients, denoting the affected protein synthesis.

In addition to creatinine, eGFR, and urea, electrolyte status, specifically sodium and potassium were considered for renal function evaluation. As can be observed in table 3, there are statistically significant differences for all parameters related to renal and hepatic functions. The non-surviving patients had increased levels of creatinine, urea, sodium, and potassium, compared to the group of surviving patients.

Complete blood count

From the comparative analysis of the CBC parameters of the two groups of patients, it can be discerned that the absolute number of white blood cells (WBC) and neutrophils in the non-surviving group of patients was significantly higher, while the absolute number of lymphocytes was significantly lower in the same group of patients compared to the surviving patients. No statistically significant differences were observed for other hematological parameters, more specifically for the platelets, hemoglobin, hematocrit, or erythrocytes, as can be observed in table 4.

Cut-off thresholds for the parameters included in the study

In addition to transforming continuous variables into categorical variables to dichotomize patients, receiver operating characteristic (ROC) curves were used to establish cut-off thresholds to identify significant predictors of progression to death.

The curves for the most significant parameters (AUC>0.7; p≤0.05) are illustrated in Figures 1 and 2.

Table 3. Bivariate analysis of the parameters related to liver and renal functions for the two groups of critically ill patients included in the study.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Non-survivors (n=213)</th>
<th>Survivors (n=183)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>PT/INR</td>
<td>1.17 (1.07-1.32)</td>
<td>1.13 (1.03-1.29)</td>
<td>0.079</td>
</tr>
<tr>
<td>AST, U/L</td>
<td>49.10 (34.30-73)</td>
<td>33.75 (21.40-56.20)</td>
<td>0.000</td>
</tr>
<tr>
<td>ALT, U/L</td>
<td>34 (23-53)</td>
<td>29.0 (17.90-74.55)</td>
<td>0.446</td>
</tr>
<tr>
<td>Total Bilirubin, mg/dL</td>
<td>0.46 (0.31-0.70)</td>
<td>0.45 (0.32-0.62)</td>
<td>0.766</td>
</tr>
<tr>
<td>Direct Bilirubin, mg/dL</td>
<td>0.26 (0.17-0.47)</td>
<td>0.26 (0.18-0.37)</td>
<td>0.423</td>
</tr>
<tr>
<td>Total Proteins, g/dL</td>
<td>5.66 ± 0.72</td>
<td>6.01 ± 0.85</td>
<td>0.010</td>
</tr>
<tr>
<td>Albumin, g/dL</td>
<td>3.0 (2.70-3.30)</td>
<td>3.51 (3.10-3.77)</td>
<td>0.000</td>
</tr>
<tr>
<td>Creatinine, mg/dL</td>
<td>0.99 (0.78-1.89)</td>
<td>0.78 (0.62-1.10)</td>
<td>0.000</td>
</tr>
<tr>
<td>eGFR, mL/min/1.73 m²</td>
<td>69.35 (34.45-97.32)</td>
<td>89.10 (59.61-118.73)</td>
<td>0.000</td>
</tr>
<tr>
<td>Urea, mg/dL</td>
<td>77.50 (55.20-131.20)</td>
<td>44.28 (29.45-72.90)</td>
<td>0.000</td>
</tr>
<tr>
<td>Sodium, mmol/L</td>
<td>141 (138-144)</td>
<td>139 (136.25-142)</td>
<td>0.000</td>
</tr>
<tr>
<td>Potassium, mmol/L</td>
<td>4.33 (3.86-4.85)</td>
<td>4.10 (3.73-4.65)</td>
<td>0.019</td>
</tr>
</tbody>
</table>

Table 4. Bivariate analysis of hematological parameters for the two groups of critically ill patients included in the study.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Non-survivors (n=213)</th>
<th>Survivors (n=183)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>White Blood cells, 10⁹/µL</td>
<td>12.73 (8.60-16.75)</td>
<td>7.59 (5.43-11.63)</td>
<td>0.000</td>
</tr>
<tr>
<td>Neutrophils #, 10⁹/µL</td>
<td>10.73 (6.94-14.67)</td>
<td>5.72 (3.13-9.76)</td>
<td>0.000</td>
</tr>
<tr>
<td>Lymphocytes #, 10⁹/µL</td>
<td>0.71 (0.47-1.05)</td>
<td>1.03 (0.62-1.56)</td>
<td>0.000</td>
</tr>
<tr>
<td>Monocytes #, 10⁹/µL</td>
<td>0.52 (0.32-0.86)</td>
<td>0.55 (0.35-0.82)</td>
<td>0.895</td>
</tr>
<tr>
<td>RBC, 10⁹/µL</td>
<td>4.05 (3.49-4.50)</td>
<td>4.24 (3.63-4.70)</td>
<td>0.133</td>
</tr>
<tr>
<td>Hemoglobin, g/dL</td>
<td>11.76 ± 2.35</td>
<td>11.91 ± 2.38</td>
<td>0.422</td>
</tr>
<tr>
<td>Hematocrit (%)</td>
<td>36.19 ± 7.02</td>
<td>36.38 ± 6.69</td>
<td>0.653</td>
</tr>
<tr>
<td>MCV, fl</td>
<td>88.87 ± 9.99</td>
<td>88.89 ± 8.07</td>
<td>0.065</td>
</tr>
<tr>
<td>MCH, pg</td>
<td>29.41 ± 2.24</td>
<td>29.06 ± 3.20</td>
<td>0.480</td>
</tr>
<tr>
<td>MCHC, g/dL</td>
<td>32.41 ± 1.61</td>
<td>32.68 ± 1.50</td>
<td>0.073</td>
</tr>
<tr>
<td>Platelets, 10⁹/µL</td>
<td>230.50 (159.25-302)</td>
<td>247.50 (184.50-316.75)</td>
<td>0.110</td>
</tr>
</tbody>
</table>

Values are expressed as median and interquartile range (IQR) after application of the Mann-Whitney test, or as mean ±SD after application of the student t-test; the significance level was set at 0.05.
The risk of death for the patients with severe COVID-19 admitted to the ICU was calculated based on cut-off values using multivariate logistic analysis. Risks were estimated both unadjusted and adjusted for age, sex, diabetes mellitus, and for the presence of hospital-associated infections.

The estimated risk of death expressed as unadjusted and adjusted OR with the corresponding confidence intervals (CI=95%) are presented in table 5.

Table 5. The estimated risk of death expressed by unadjusted and adjusted OR for the patients with severe SARS-CoV-2 infection admitted to intensive care wards.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>OR (CI=95%) unadjusted</th>
<th>p</th>
<th>OR (CI=95%) adjusted</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>1.425 (1.172-1.733)</td>
<td>0.000</td>
<td>2.119 (1.417-3.166)</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>Inflammatory parameters</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WBC</td>
<td>1.835 (1.492-2.257)</td>
<td>0.000</td>
<td>3.888 (2.528-5.979)</td>
<td>0.000</td>
</tr>
<tr>
<td>Neutrophils</td>
<td>1.940 (1.574-2.393)</td>
<td>0.000</td>
<td>4.471 (2.890-6.917)</td>
<td>0.000</td>
</tr>
<tr>
<td>NLR</td>
<td>1.867 (1.543-2.273)</td>
<td>0.000</td>
<td>4.614 (2.958-7.199)</td>
<td>0.000</td>
</tr>
<tr>
<td>IL-6</td>
<td>1.762 (1.456-2.132)</td>
<td>0.000</td>
<td>3.798 (2.493-5.785)</td>
<td>0.000</td>
</tr>
<tr>
<td>SII</td>
<td>1.732 (1.416-2.119)</td>
<td>0.000</td>
<td>3.482 (2.265-5.353)</td>
<td>0.000</td>
</tr>
<tr>
<td>Ferritin</td>
<td>1.600 (1.334-1.920)</td>
<td>0.000</td>
<td>4.096 (2.457-6.828)</td>
<td>0.000</td>
</tr>
<tr>
<td>CRP</td>
<td>1.620 (1.308-2.007)</td>
<td>0.000</td>
<td>5.032 (2.564-9.877)</td>
<td>0.000</td>
</tr>
<tr>
<td>Fibrinogen</td>
<td>1.408 (1.060-1.871)</td>
<td>0.160</td>
<td>2.114 (1.162-3.845)</td>
<td>0.014</td>
</tr>
<tr>
<td><strong>Metabolic parameters</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AST</td>
<td>1.560 (1.258-1.934)</td>
<td>0.000</td>
<td>2.572 (1.663-3.977)</td>
<td>0.000</td>
</tr>
<tr>
<td>Glucose</td>
<td>1.167 (1.028-1.326)</td>
<td>0.180</td>
<td>2.240 (1.457-3.442)</td>
<td>0.000</td>
</tr>
<tr>
<td>Urea</td>
<td>2.134 (1.698-2.683)</td>
<td>0.000</td>
<td>5.324 (3.354-8.449)</td>
<td>0.000</td>
</tr>
<tr>
<td>Creatinine</td>
<td>1.560 (1.254-1.877)</td>
<td>0.000</td>
<td>2.540 (1.668-3.869)</td>
<td>0.000</td>
</tr>
<tr>
<td>Sodium</td>
<td>1.298 (1.061-1.589)</td>
<td>0.012</td>
<td>1.769 (1.149-2.725)</td>
<td>0.010</td>
</tr>
<tr>
<td>Potassium</td>
<td>1.355 (1.092-1.682)</td>
<td>0.005</td>
<td>1.860 (1.209-2.862)</td>
<td>0.005</td>
</tr>
</tbody>
</table>

WBC= white blood cells; NLR= neutrophils to lymphocytes ratio; SII=inflammatory systemic index; CRP= C-reactive protein; AST= aspartate aminotransferase. Results are predicted for both unadjusted and adjusted OR for age, sex, diabetes mellitus and hospital-associated infections.
Fig. 3. Chi-Square Automatic Interaction Detector (CHAID) growing method was used for decision tree analysis to assess the mortality prediction in critically ill patients with COVID-19 infection.
adopted using demographic and laboratory parameters as independent variables and mortality as the dependent variable.

The optimal cut-off value was established using ROC Curve analysis (AUC>0.5) and continuous variables were transformed into categorical ones and further used for the decision tree analysis. Furthermore, the Imputation Method was used for missing data, by replacing the missing values with the mean of the series.

The results of the CHAID analysis of the decision tree method with no validation but with adjusted significance values using Bonferroni method are presented in Figure 3.

After applying the sample-split validation method, using random assignment 50% for training samples and 50% for test samples, IL-6 was found as the best predictor for in-hospital mortality (adjusted p-value = 0.000) for both training and test samples.

Of the total of 396 patients included in the predictive analysis, more than half, 53.8% (n=213), had fatal outcomes. By applying the decision tree analysis, we were able to estimate the influence of the main laboratory variables on the death rate.

Thus, the first parameter with relevance for fatal outcome prediction was the NLR ratio; among the 246 patients with NLR values above the cut-off of 8.28 (Node 1), a percentage of 67.1% (n=165) died, while only 32.9% (n=81) survived severe forms of COVID-19 with high significance p<0.0001. Values below the cutoff values for NLR (Node 2) were identified in 37.9% (n=150) of patients, of which 68.0% (n=102) survived.

The next decisional parameter for Node 1 (NLR > 8.28) with a highly significant statistical value (adjusted p<0.0001) was IL-6, with a cutoff-determined value of 25.63 pg/ml. A number of 163 patients were identified above the established cutoff value for IL-6, of which a remarkably high percentage 76.1% (n=124) died, and only 23.9% (n=39) survived. On the other hand, below the cut-off value, we found a number of 83 patients, of which the deceased and surviving patients were represented in relatively equal percentages 49.4% (n=41) and 50.6% (n=42), respectively.

Next, for surviving patients with NLR and IL-6 values above the cut-off values of 8.28 and 25.63 pg/ml respectively (Node 3), the next statistically significant decision parameter was the presence or absence of comorbidities, with adjusted p value of 0.030. In this case, the proportion of patients without comorbidities was 27.0% (n=107) and that of those with associated conditions was 14.1% (n=56). The proportion of surviving patients was higher among those without comorbidities (29.0%), compared to the patients group with comorbidities (14.3%).

On the right hand of the decision tree, for patients in whom the NLR value was below the cut-off of 8.28 (Node 2), the parameter identified as having the highest decision-making power on mortality was the AST value, adjusted p-value < 0.0001 for the cut-off value of 40.3 U/L. Below this threshold of 40.3 U/L we found 22.7% (n=90) of the patients, most of whom were survivors 81.1% (n=73) vs deceased 18.9% (n=17). Above the threshold value of 40.3 U/L for AST, more than half of the patients 51.7% (n=31) died, and 48.3% (n=29) survived, out of a number of 60 patients (p<0.0001).

According to the decision tree analysis developed with the CHAID method (with adjusted significance values using the Bonferroni method, with no validation), the main predictors of mortality in the case of patients with severe forms of COVID-19 admitted to intensive care units were NLR above 8.28, the concentration of IL-6 greater than 25.63 pg/ml and the presence of at least one comorbidity.

In the present study, by applying complex statistical methods to identify the best predictors for in-hospital mortality in critically ill SARS-CoV-2 infected patients, we opted for the decision tree with adjusted significance values using the Bonferroni method. At the same time, for patients who had NLR values below the cut-off threshold, the main predictor of mortality was AST, greater than 40.3 U/L.

The decision tree with CRT (Classification and Regression Tree) was applied with the same dependent and independent variables from the CHAID algorithm to validate or invalidate the previous results. The advantage of this method compared with CHAID is the normalized importance of the independent variables. The results confirm NLR as the best predictor with a number of 238 subjects included in Node 1 (NLR > 8.28) with 162 non-survivors (68.1%) and 76 survivors (31.9%). For Node 2 (NLR < 8.28) the group includes a number of 153 subjects (67.7% non-survivors and 32.3% non-survivors). For the group with NLR < 8.28, the next predictor is CRP (CO = 31.94 mg/L). Node 3 (CRP > 31.94 mg/L) includes 82 subjects, 58.5 % survivors and 41.5% non-survivors and Node 4 (CRP < 31.94 mg/L) has a number of 76 subjects (77.6% survivors and 22.4% non-survivors). Figure 4 shows the normalized importance of the independent variables as follows (>50%): CRP, ferritin, NLR and IL-6.

Neural networks analysis for mortality prediction

For a comprehensive evaluation of the main predictors of in-hospital mortality of patients with severe COVID-19 and to accommodate all the ways in which the values of one predictor may affect the impact of other predictors, we applied the artificial neural network analysis (ANN)
with Multilayer Perceptron (MLP) algorithm, also by using the SPSS software. We opted for the MLP algorithm due to its flexibility and lack of distribution assumption for analyzed data. The neural network analysis indicates the optimal predictors for mortality and the results confirmed NLR as the best predictor (with 100% for normalized importance), followed by age and CRP (Figure 5).

None of the final nodes from the decision tree are “pure” (all the individuals belong to the same group), which means the resulting groups are still heterogeneous and this reveals that there are more causal/associational relationships or other influences/good predictors which dichotomize the survivors from non-survivors. Therefore, in the next paragraph, we present the results of multivariate analysis, the SEM – Structural Equation Modeling to complete the results from machine learning methods.

The Structural Equation Modeling (SEM) for mortality prediction

In order to validate The Chi-Square Automatic Interaction Detector (CHAID), CRT and neural networks results, to establish the causal relationship between variables and to confirm the best predictor for in-hospital mortality among severe COVID-19 patients, a statistical multivariate analysis - the Structural Equation Modeling (SEM) analysis was used. The proposed model contains the endogenous, unobserved variable e1 (mortality) and 12 exogenous variables (CRP, SII, NLR, IL-6, serum creatinine, AST, INR, age, gender, diabetes mellitus (DM), comorbidities other than DM and hospital-associated infections). The structural SEM model analyzes the causal relationships between variables and identifies among all the parameters introduced in the model those variables with the most direct or indirect influence on the dependent variable, respectively with causal relationship (combination of variables) to death (figure 6).

Regression weights analysis demonstrates the direct relationships of each variable on “death” while the covariances assist to analyze and determine the indirect causes of death due to the existence of statistically significant co-variances/correlations.

As can be seen in figure 6, the variables with a direct effect on “mortality”, statistically significant (bias-corrected) are (in descending order of the values of the “standardized” regression coefficients): comorbidities
Based on the co-variances, the variables with indirect effects on "mortality" can be observed as being creatinine, hospital-associated infections, and gender.

For standardized SEM the goodness-of-fit statistics of the model for the estimated model were considered as follows:

- CMIN/DF (the relative chi-squared) was = 12.612, which means that only 13% of the fit of data is

**Fig. 5.** The normalized importance of the independent variables for Neural Network analysis.

**Fig. 6.** The structural SEM model analysis showing the causality between variables and the influence of variables with direct or indirect effect on mortality. e1=endogenous variables (mortality), the numbers represent ‘standardized’ regression coefficients with p≤0.05 for comorbidities, age, CRP, IL-6, and NLR.

(coeff = 0.223, p = 0.001), CRP (coeff = 0.182, p = 0.001), NLR (coeff = 0.176, p = 0.029), age (coeff = 0.161, p = 0.001) and IL-6 (coeff = 0.079, p = 0.001). Based on the co-variances, the variables with indirect effects on “mortality” can be observed as being creatinine, hospital-associated infections, and gender.
DISCUSSION

Inflammatory markers and other routine laboratory parameters could represent valuable tools for mortality risk stratification in COVID-19. In many studies, NLR and/or SII are included in the development of a risk score to discriminate severe from mild disease forms or to appreciate the risk of mortality in patients with SARS-CoV-2 infection.

Thus, in our study we retrospectively evaluated the routine biochemical and hematological parameters in critically ill COVID-19 patients admitted to ICU and observed that the NLR value above the threshold of 8.28 determined a 4.6 times greater risk of death compared to patients with NLR values below the established threshold, after adjustment for the considered variables. Comparable results were reported by other studies. A NLR value above 6.82 as reported by Prozan and collab. (13) and a NLR value above 9.1 as reported by Citu et al. were considered unfavorable prognostic factors in COVID-19 patients [14], being the prerogative of an aberrant immune response with increased neutrophils and decreased lymphocytes. NLR was found to be an important risk factor for in-hospital mortality in SARS-CoV-2 infected patients, and an increase of 1 unit for NLR enhances the risk of mortality in COVID-19 hospitalized patients by 8% [15]. Additionally, in geriatric patients with SARS-CoV-2 infection, the 30-day mortality prediction was in relation to NLR, values above 7.8 were found predictive with 83.3% sensitivity and 97.7% specificity [16].

Elevated serum levels of pro-inflammatory cytokines, including IL-6, have been identified in patients with severe COVID-19 compared to individuals with mild disease forms 6, suggesting the key role of a hyperinflammatory response in the pathogenesis and evolution of this viral infection [17]. In a retrospective study performed by Pál et al. on 117 critically ill patients, the Kaplan-Meier survival analysis estimated that patients with IL-6 serum levels above 27.6 pg/ml had a 2.17 greater risk of death compared to patients with lower IL-6 levels [18]. Similarly, in our study, patients with unfavorable outcomes had twice higher values for IL-6 compared to survivors, and the estimated risk of death expressed by adjusted OR was almost 4-fold higher for patients with high IL-6 serum levels. This finding emphasizes the role of the dysregulated inflammatory response during SARS-CoV-2 infection, mostly with the D variant. Therefore, more than 66% of COVID-19 patients died due to successive alterations of the inflammatory process, while the rest of 33% contracted other in-hospital infections as a result of inappropriate immune response during the evolution of the COVID-19 disease. Similarly, serum levels of CRP, ferritin and the hematological-derived SII were higher in patients who did not survive the infection, similar results being reported by Guan et al. [19].

IL-6 was documented as a strong mortality predictor with even better sensitivity and specificity compared to procalcitonin (PCT), as reported by Andrijevic et al. The authors reported 93.4% risk of mortality for patients with IL-6 above a cut-off of 20.2 pg/ml, close to what we found in our study, compared to only 66.7% risk of mortality for elevated PCT [20].

Although IL-6 is a non-specific proinflammatory marker increasing in many diseases, it is essential that its elevation during severe infections to be highlighted for a prompt antagonist IL-6 intervention to be applied in those patients, by targeting the cytokine per se, its cognate membrane receptor or the soluble one [21]. It is also important to mention that IL-6 has a dual role in the inflammatory process, aside from the detrimental role, IL-6 is also an important factor in the immune response integration and in sustaining immunocompetence [22].

Our results revealed IL-6 as a significant in-hospital predictor for ICU patients with SARS-CoV-2 infection in conjunction with other biomarkers, age above 65 years, and associated medical conditions. Elevated IL-6 was found to be a predictor of mortality, in strong relation to patient’s age above 65 years and CURB65 (confusion, blood urea nitrogen, raised respiratory rate, low blood pressure, and age above 65 years) score [23].

One of the reasons explaining why increased levels of IL-6 are associated with increased mortality in severe COVID-19 patients is related to immune system hyperactivation and cytokine storm amplified by IL-6 signaling complex that activates STAT3 pathways and consecutive NF-kB pathway in non-immune cells, as reviewed by Hojyo et al. [24]. After the complex of IL-6 and soluble IL-6 receptor is constituted, a positive IL-6 mediated loop is created for hyperactivation of STAT3 and NF-kB signaling pathways, known as IL-6 Amplifier [24]. The involvement of the IL-6 Amplifier in the cytokine storm and subsequent fatal outcome was underlined in patients with CAR-T therapy where cytokine release syndrome was countered by blocking the IL-6 receptor [25].
Another reason why IL-6 is associated with fatal outcomes resides in its relationship with the innate immune response. As is already known, a strong innate immune response will favor a rapid viral clearance, while an impaired early immune response will facilitate viral persistence and disease progression. As Rodrigues and her colleagues reviewed, the INF response is abnormal in severe SARS-CoV-2 infection. In addition, excessive cytokine production, including IL-6 is closely related to complement activation, dysfunction of endothelial cells, and thrombus formation, leading to multiple organ damage [26]. Increased complement activity under excessive IL-6 levels results in forming of excessive neutrophil extracellular traps (NETs), consisting of denatured DNA strings or chromatin and toxic granules, and having the role of trapping and inactivating the viruses [26]. Far from being a beneficial factor, NETosis induces thrombotic events which were identified as key factors in lung and other organ failures in SARS-CoV-2 infected patients. Additionally, increased levels of IL-6 could predict the fatal outcome in patients having an ‘exhausted’ NK phenotype [26].

During SARS-CoV-2 infection, AST and ALT activities are found to be only transiently increased; the mechanism underlying severe liver dysfunction mainly occurs due to secondary inflammation-induced liver damage rather than direct liver damage [27]. Our study revealed that the central tendency of AST in the patients group with unfavorable outcomes was significantly higher compared to surviving patients and that patients with higher AST activity had three times lower survival chance, estimated by Odds Ratio adjusted for age, gender, diabetes mellitus, and hospital-associated infections. Our results are in line with results found in the specialized literature, a recent meta-analysis including 32 initial studies revealed that elevated AST activity is associated with almost three times higher mortality risk in patients with COVID-19, results validated in 18 of the 32 studies, including a total of 6,383 patients [27]. A recent article, based on a retrospective study assessing the hepatic involvement in COVID-19 severe evolution, evaluated patients without prior hepatic pathology and revealed that both increased AST and hypoalbuminemia were independent predictors for disease severity and mortality in COVID-19 patients [28]. Moreover, AST value on hospital admission was a good mortality predictor for COVID-19 patients [29]. Aside from the increased AST activity, other biochemical parameters associated with liver damage were altered in severe SARS-CoV-2 infections, according to a recent meta-analysis [30]. In our study, patients with unfavorable outcomes also had significantly lower albumin and total protein serum levels and higher urea levels, while direct and total bilirubin, as well as ALT activity were all without notable differences compared to survivors. A greater increase in AST versus ALT activity was registered in patients with severe infection, and given the fact that ALT is a more specific marker of hepatocyte injury, while AST is found in many other tissues, it is likely that these changes appear as a result of multiorgan involvement during SARS-CoV-2 infection.

Hypoalbuminemia was also evidenced in COVID-19-infected patients; it is well-known that albumin is a protein synthesized in the liver with a serum half-life of approximately 21 days, being the main source of amino acids for tissue reconstructive actions/reactions [31]. It has been reported that hypoalbuminemia was seen predominantly in severe COVID-19 cases compared to mild cases, probably due to the systemic inflammation, and not necessarily due to hepatocellular dysfunction alone, as supported by the fact that AST and ALT were not found to have predictive value for the outcome in the study performed by Huang and collab [32].

A strong relation between mortality and the age of patients was found by Grasselli et al., a 10-year increase in patient age was found to be significantly associated with mortality, and patients over 64 years of age had significantly lower survival probability compared to younger patients [33]. Also, the risk of death among patients older than 50 years was 2.76 times higher compared to younger patients after adjustment [34]. Similarly, in our study according to SEM analysis, age above 66.21 years was associated with an increased mortality rate.

Regarding renal function, a prevalent complication reported in the literature in patients with COVID-19 infection is acute kidney injury (AKI) [35], with an incidence in hospitalized patients of over 20% and over 50% incidence in intensive care units [36]. When AKI occurs, the dialysis rates may increase to 30%, with the survival rate significantly reduced [37]. According to a recent study developed by Yildirim et al., it would be recommended that albuminuria be routinely evaluated using the albumin/creatinine ratio in spot urine on hospital admission for COVID-19-related AKI patients who do not meet AKI criteria on hospital admission [38].

Serum creatinine is a biomarker that reflects renal function, this function being altered through a series of immunological and pathophysiological mechanisms in the pathology of COVID-19. In our study, the chance of death for patients with elevated creatinine levels was almost three times higher, adjusted OR 2.540 (CI=95%: 1.668-3.869), p=0.000. In a prospective cohort study of 701 patients with COVID-19 infection, it was found that during hospitalization, the incidence of acute kidney injury and patient death was significantly higher in patients with elevated baseline serum creatinine levels compared to patients with normal baseline values.
The mechanism by which this occurs is speculated to be through hematogenous spread and accumulation of the virus in the kidney, causing necrosis of the kidney cells [39].

A high amount of data and information are generated for a single patient during hospitalization, especially in severe COVID-19 patients, where accommodation in ICU lasts for at least 10 days in the most favorable scenarios. In this regard, clinicians must deal with a plethora of results and appreciate the importance of modified laboratory parameters in the clinical context of each individual. However, by using Machine Learning methods (such as decision trees or neural networks), a better perspective of how all these results might impact the clinical evolution could be gained, helping doctors in critical clinical settings to decipher the best approach for each patient. It is acknowledged that diagnostic charts or clinical diagnostic pathways are popular among physicians. In this light, the results generated by Machine Learning methods could be particularly useful, since the software will be able to recognize a pattern after running the training set, group data with similar characteristics determining a similar outcome and finally generate an algorithm. In contrast to this method, the conventional statistical tests assume that the data and outcome are to some degree known and the model is created by the user [40].

The advantages of using decision tree compared with classical statistical methods include:

- Allowing the prediction of individuals to distinct categories, based on their measures according to one or more predictor variables [7,41]
- Allowing utilization of both categorical and continuous types of data by using different algorithms (CHAID, CRT – Classification and Regression Tree)
- Classifying the individuals in homogenous groups by independent variables.
- Helping to identify characteristics of group in relation to independent variables regarding the dependent variable.

The advantages of using SEM are:

- Enabling researchers to simultaneously model and estimate complex relations among multiple dependent and independent variables [10],
- Obtaining a more precise measurement of the theoretical concepts of interest [42]
- Working efficiently with a small sample size with no normal distribution assumption needed, [10] SEM being in fact a non-parametrical method.

The limits of the research are linked to: (1) the relatively small number of samples (survivors and non-survivors), the international literature recommends a number of 100 cases for the analyzed sample size, while our research includes 396 cases (183 non-survivors and 213 survivors) and therefore could be considered a pilot research for in-hospital mortality; (2) the validation of machine learning methods, especially for decision tree through the crossvalidation method by using minimum values of 10% for testing and 90% for training, because the risk in the output is the average risk of all the trees.

We consider that it is crucial to find as many useful biomarkers as possible for disease evolution and mortality prediction, and that this aspect is especially important for IL-6, which is the trigger of the cytokine storm with devastating effects on patients with SARS-CoV-2 infection. On the other hand, it is important that its elevation during severe infections be highlighted for a prompt blocking of IL-6 action to be applied. Hence, we consider the investigation of IL-6, along with other inflammatory biomarkers, of great importance in patients with severe forms of COVID-19, since the therapeutic approach could represent the turning point in the management of the ICU patient.

Furthermore, the results we obtained using an advanced statistical approach (including decision trees and neural networks, such as machine learning methods and Structural Equation Modeling) could serve as a model for further research and suggest identifying prognostic biomarkers in other conditions with severe evolution.

**CONCLUSIONS**

Monitoring of hospitalized COVID-19 patients generates a tremendous number of parameters, some of them of great clinical importance. The decision tree analysis could represent a valuable tool to assist clinicians in patient management and to provide clinical decision support. In our study, we found that inflammatory biomarkers, as well as the renal and hepatic function, were altered in patients with severe COVID-19 and additionally using a statistical algorithm that utilized the CHAID method we found that NLR, IL-6 and AST were the main in-hospital mortality predictors for critically ill COVID-19 patients. Additionally, after the sample-split validation method was applied, IL-6 remained the best predictor for in-hospital mortality, for both training and test samples. Using a combination of Machine Learning methods together with statistical methods ensures identifying the most accurate predictors of in-hospital mortality.
ABREVIATIONS
AKI – Acute Kidney Injury
ALT – Alanine Aminotransferase
AST – Aspartate Aminotransferase
ANN - Artificial Neural Network Analysis
AUC – Area Under the Curve
CAR-T - Chimeric Antigen Receptor T-cell therapy
CBC – Complete Blood Count
CFI – Comparative Fit Index
CHAID – Chi-Square Automatic Interaction Detector
CO – Cut-off
CRP – C-reactive Protein
CRT – Classification and Regression Tree
eGFR- Estimated Glomerular Filtration Rate
hsCRP – high-sensitive C-reactive Protein
ICU – Intensive Care Unit
IL-6 – Interleukin-6
INR – International Normalized Ratio
IQR – Interquartile Range
LDH – Lactate Dehydrogenase
LIS – Laboratory Informational System
MCV – Mean Erythrocyte Volume
MCH- Mean Erythrocyte Hemoglobin
MCHC- Mean Erythrocyte Hemoglobin Concentration
MLP – Multilayer Perceptron
MqSOFA – Modified quick Sequential Organ Failure Assessment
NETs – Neutrophil Extracellular Traps
NEWS2 – National Early Warning Score 2
NF-kB – Nuclear Factor Kappa B
NLR – Neutrophils to Lymphocyte Ratio
OR – Odds Ratio
PLT – Platelets
PT – Prothrombin Time
RBC – Red Blood Cells
RMSEA – Root Mean Square Error of Approximation
ROC – Receiver Operating Characteristic
SD – Standard Deviation
SEM – Structural Equation Modeling
SII – Systemic Inflammatory Index
SIRS – Systemic Inflammatory Response Syndrome
SpO2 – Oxygen Saturation
SPSS – Statistical Package for the Social Sciences
STAT-3 – Signal Transducer and Activator of Transcription 3
WBC – White Blood Cells
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