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Abstract

An analysis of the external pressure coefficient on the surface of a ruin in different flow directions is presented. The ruin has almost cube-like proportions with an open roof plane and a destroyed corner. Flow simulations were performed using 3D Time Steady RANS and compared with experimental results from the boundary layer wind tunnel at the Slovak University of Technology in Bratislava. The optimal turbulence model and internal mesh settings were selected based on their statistical evaluation. For an evaluation of the critical directions of the wind flow around the ruin, the values of the external wind pressure coefficient were obtained from the selected calculation model and settings.

1 INTRODUCTION

In the context of monument protection, wind flow is of primary interest because of its destructive potential. As a destructive mechanism, it stresses the monument (a) mechanically and (b) chemically. Monuments are mechanically stressed by (aa) changing their surface integrity – for example, by grinding the surfaces of structures and removing elements of building materials loosened by freezing (e.g., plaster, mortar, or sedimentary rock layers in stone masonry); and by (ab) creating critical loads on structures, such as during extreme gales or storms, where not only elements prone to tearing off, such as roof coverings, but also stand-alone structures with compromised stability, are at risk. The wind contributes to the chemical stress on a monument (ba) by altering the water and gas chemical reactions caused by changes in pressure on it, or (bb) by transporting water, salts, sediments, and gaseous impurities (Sesana et al., 2021; Sabbioni et al., 2012; How, 2007).

The movement of the wind around a structure is greatly influenced by (a) the characteristics of the surrounding environment and (b) the characteristics of the structure itself. The characteristics of an environment can be described (aa) on a landscape scale by its orography, elevation, and orientation in the direction of any flow (Oláh et al., 2013; Global Wind Atlas); (ab) on an urban scale by the type of environment causing frictional forces on its surface, as expressed by the extent of its roughness, the type and density of the urban environment in which the structure is located, and by other interfering objects, such as neighboring greenery; and (ac) by the orientation of the structure against the flow (Liu et al., 2018; STN EN 1991-1-4, 2006). On an architectural scale, the flow is influenced by the characteristics of the structure (ba) its proportion, which is given by the ratio of the height of the structure to its width or depth (Mou et al., 2017), (bb) its shape, which is given by the geometry of the ground plan base of the structure, the type of roofing and its height from the base (Singh and Roy, 2019; Fouad et al., 2018), (bc) the spectrum of the architectural and constructional details of any peripheral structures, and (bd) the spectrum of building materials of any peripheral structures, which could affect the flow in the immediate vicinity of the surfaces of the structure.
With Computational Fluid Dynamics (CFD), the behaviour of the wind can be predicted from either the perspective of its own destructive mechanisms or from the perspective of another mechanism distributed by it. The use of CFD is used (a) to simulate wind movement in a given environment, (b) to analyse historical wind flow in an environment to confirm hypotheses related to interpretation, and (c) to make conservation design decisions (Grau-Bové et al., 2019). The simulation of wind movement in a certain environment was applied in the search for the most exposed and weathered places of the Giza plateau and the Great Sphinx by calculating the distribution of the friction and pressure coefficients and supplementing them with wind speed calculations (Hussein and El-Shishiny, 2009). As an aid to decision-making, wind flow simulations were used to estimate the wind-driven sand erosion of the Car do stone colonnade of the Hispano-Romanesque site of Baelo Caludia in Cadiz, Spain (Pineda and Iranzo, 2017).

(Grau-Bové et al., 2019) examined the unusual employment of CFD in the cultural heritage context for the purposes of developing this computational methodology. That use is more focused on case studies and assistance in solving practical problems. The study also mentions how rare it is for simulations to be validated by another research method, which would serve to verify and calibrate the computational model and possibly bring the computational methodology closer to real-world results. This is primarily due to the long-term nature of simulations or because the problem to be solved is limited to simulating very slow interior flows, which are difficult to replicate experimentally. More than the wind itself, other destructive mechanisms such as the temperature, humidity, dust particles, or gaseous impurities distributed by the wind are of greater interest.

Philosophically, the present paper considers monuments as physical foundations of culturally and ecologically sustainable development and as the preservation of the genius loci, as reflected on different spatial scales and origins (Vecco, 2020; Pilař, 2016; Antrop, 2006; D’Acci, 2019; Nádaská and Pilař, 2017; Ruhig, 2017; Bránický and Gregorová, 2022). In so doing, the paper uses an idealised model of the ruin of the south-eastern corner tower of the Trnava fortifications, which has previously been identified as a significant location of cultural value and is currently undergoing actualisation of the monumental presentation (Gregorová, 2022). The tower has also been identified as one of the locations potentially vulnerable to climate change (Poliak, 2021). The external pressure coefficient $c_p$ on the surface of the Trnava monument illustrates the flow and its impact on its substance. The calculations took place in the ANSYS Fluent software environment using alternatives that consider different flow directions, apply several types of turbulence models of the Reynolds-Averaged Navier-Stokes (RANS) turbulence, and change the internal settings of the domain and mesh of the calculations. A comparison is made between the calculations made at specific positions and the measurements taken in the Boundary Layer Wind Tunnel (BLWT) at the Slovak University of Technology in Bratislava (STU BA), to ensure the correct methodology in further research on the effectiveness of a roof in covering a ruin through its material protection. An optimal calculation model and alternative internal settings were selected using three statistical methods. Using the optimal calculation model, the most unfavourable flow directions around the ruin model were determined.

2 MATERIALS AND METHODS

2.1 Idealisation of the model of the selected ruin

The southeast corner tower of the fortification of the town of Trnava (Fig. 1), which is located between the grounds of the West Slovak Museum and the town amphitheatre (Fig. 2), is the subject of our research. Before losing its defensive functions and before its gradual destruction, it was a five-story building with an almost square base measuring approximate-
ly 8 × 8 m and with walls approximately 2.6 m thick on the lowest floor. The first four floors date back to the Romanesque period, while the fifth floor was added during the Baroque period by filling in battlements and adding a pyramidal roof. Each tower was connected by walls and had approximately three floors, including a parapet (Gregorová et al., 1996). At present, it is preserved at a height of two full floors with the impression of a third floor, an inner corner destroyed almost to ground level, and serrated front sides (typical of the presentation of a monumental fortification). Only the eastern curtain up to the height of the upper corridor has been preserved. The tower and the curtain are both the same height, with their masonry crowns capped with a concrete plate with a slight overlap (Fig. 3).

A portion of the urban context and architectural detail needed to be abstracted from the actual situation for the purpose of this work - (a) the configuration of the surrounding terrain, which is replaced by a plane with an averaged level height; (b) the surrounding buildings and greenery, creating interferences in the run-up area of the flow; (c) sections of walls (curtains) connected directly to the structure of the ruin; (d) architectural details such as overlaps of the concrete slab on the crowns of the masonry, serration of the wall faces, and the openings of slotted embrasures; and (e) the differences in the construction materials of the masonry and the slab, which is protecting the head of the masonry (Fig. 3).
2.2 Experimental measurement in BLWT STU BA

The Boundary Layer Wind Tunnel (BLWT), a low-speed tunnel with a length of 26.2 m and clear dimensions of 2.6 × 1.6 m (Hubová and Lobotka, 2014), was used for the experimental measurement of the external pressure coefficient $c_{pe}$ on the surface of the idealised ruin model. Based on the mean speed of the wind flow and the intensity of the turbulence, the roughness length $z_0 = 0.7$ m corresponds to the flow in a real-scale urbanized environment and the terrain categories III and IV according to the Eurocode (STN EN 1991-1-4, 2006). The external pressure coefficient $c_{pe}$ was calculated according to relation (1) based on the difference between the local static pressure in tap $p$ and the free stream mean static pressure $p_s$, air density $\rho = 1.164$ kg·m$^{-3}$, and the reference flow velocity wind $v_{ref} = 7.871$ m·s$^{-1}$:

$$c_{pe} = \frac{p - p_s}{\frac{1}{2} \rho v_{ref}^2}$$

(1)

A 3D printer was used to print the physical model on a 1:390 scale in PLA with a 0.3 mm profile width, 0.3 mm layer height, and final wall thickness of 4 mm with 100% infill. The model was fitted with 40 pressure taps at three heights: at the crown of the ruin’s masonry as the highest horizontal plane, at two-thirds of the model’s height, and at its foot in the open corner (Fig. 4). The flow was simulated in 16 directions in 22.5° steps.

2.3 Numerical calculation in CFD

The calculations took place in the ANSYS Fluent software environment in alternatives. The flow situations were simulated as pressure-based, time steady, and without a production limiter and curvature correction. The maximum residual value of all the quantities was set at $10^{-5}$. The simulations were performed in double precision on a desktop computer with an Intel® Core™ i7-10700K @ 3.80 GHz processor and 32.0 GB DDR4 RAM.

The dimensions of the computational domain were based on the height $H$ of the idealised model of the ruin on a scale of 1:390, i.e., on a scale identical to the dimensions of the physical model used for experimental measurements in the BLWT (Fig. 5) (Franke et al., 2007). The resulting volume of the computational domain was 19,965 m$^3$. 

![Fig. 4 Placement of pressure taps on the idealised physical model of the ruin](image)

![Fig. 5 Illustration of the computational domain’s dimensions and boundary conditions](image)
The computational mesh was modelled in the meshing component of the ANSYS Workbench environment. The growth rate for the sizing and inflation values was changed from the basic value of 1.2 to 1.1 for the model. In this case, the mesh was automatically created using tetrahedrons. An element face-sizing condition with a value of 1 mm and an inflation condition for the first five mesh layers with a height limitation of 1 mm for the first layer were entered for the surface of the ruin model. For the first five mesh layers, a smooth transition condition was also applied to the inflation condition on the terrain surface. There were approximately 7.5 million cells and 1.8 million nodes in the resulting tetrahedral mesh. The quality indicators included the mean orthogonal quality of 0.77 and mean skewness of 0.23 (Mesh Quality, 2022; Fatchurrohman and Chia, 2017; 6.2.2 Mesh Quality, 2009). From there, the mesh was directly converted to a polyhedral in Fluent (Fig. 6).

A logarithmic profile of the mean wind speed $v_m(z)$ was set at the input area of the computational domain according to the experimental measurements in BLWT:

$$v_m(z) = \frac{\bar{v}}{\kappa} \ln \left( \frac{z + z_0}{z_0} \right)$$  \hspace{1cm} (2)

where $v_m(z)$ is the mean wind speed at height $z$ above the terrain [m·s$^{-1}$]; $\bar{v}$ is the shear or friction velocity [m·s$^{-1}$]; $\kappa$ is the Von Kármán constant ($\kappa = 0.41$); $z$ is the height above the terrain [m]; and $z_0$ is the length of the roughness with a value of 0.00179 m, which is also set as a terrain with a uniform length of roughness. The following equations were used to specify other parameters in the input and output domain boundaries:

$$k(z) = \frac{\bar{v}^2}{\sqrt{C_\mu}}$$  \hspace{1cm} (3)

$$\varepsilon(z) = \frac{\bar{\varepsilon}^3}{k(z + z_0)}$$  \hspace{1cm} (4)

$$\omega(z) = \frac{\varepsilon}{k}$$  \hspace{1cm} (5)

where $k(z)$ is the turbulent kinetic energy [m$^2$·s$^{-2}$]; $C_\mu$ is the constant of the $k$-$\varepsilon$ model; $\bar{\varepsilon}$ is the dissipation rate of the turbulent kinetic energy [m$^2$·s$^{-3}$]; and $\omega(z)$ is the specific dissipation of the turbulent kinetic energy [s$^{-1}$]. The sides and top of the computational domain were set as symmetrical boundaries with a zero gradient. The surface of the idealised ruin model had a roughness height set at 0.5 mm with a roughness constant of 0.5, while the terrain had a roughness height of 1.79 mm with a constant of 0.7.

A series of Reynolds-Averaged Navier-Stokes (RANS) turbulence models were used to simulate the eight wind directions in 45° steps, namely, Standard $k$-$\varepsilon$ (sKE), Realizable $k$-$\varepsilon$ (rKE), Re-Normalization Group $k$-$\varepsilon$ (rgKE), Standard $k$-$\omega$ (sKO), Generalised $k$-$\omega$ (gekoKO), New Baseline $k$-$\omega$ (bslKO), and Shear Stress Transport $k$-$\omega$ (sstKO) (Menter et al., 2021; Menter, 1994; CFD Online, n.d.).

In order to further verify the computational model, several variants of the internal settings of the computational domain and mesh for one flow direction were applied, as shown in Tab. 1 and Fig. 7.
Tab. 1 Summary of the internal domain and mesh settings

<table>
<thead>
<tr>
<th>Mesh</th>
<th>Sizing</th>
<th>Inflation</th>
<th>5 layers</th>
<th>Elements [mil]</th>
<th>Nodes [mil]</th>
<th>Quality</th>
<th>k-ε Wall Treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Growth Rate</td>
<td>Ruin Model</td>
<td>Growth Rate</td>
<td>Ruin Model</td>
<td>Surface</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.1</td>
<td>Face 1 mm</td>
<td>1.1</td>
<td>FLT 1 mm</td>
<td>Smooth Trans.</td>
<td>7.5</td>
<td>1.8</td>
</tr>
<tr>
<td>2</td>
<td>1.1</td>
<td>Face 1 mm</td>
<td>1.1</td>
<td>x</td>
<td>x</td>
<td>9.2</td>
<td>1.6</td>
</tr>
<tr>
<td>3</td>
<td>1.1</td>
<td>x</td>
<td>1.2</td>
<td>FLT 1.1 mm</td>
<td>FLT 3.6 mm</td>
<td>0.5</td>
<td>0.3</td>
</tr>
<tr>
<td>4</td>
<td>1.1</td>
<td>x</td>
<td>1.2</td>
<td>FLT 1.1 mm</td>
<td>FLT 3.6 mm</td>
<td>0.5</td>
<td>0.3</td>
</tr>
<tr>
<td>5</td>
<td>1.1</td>
<td>Edge 1 mm</td>
<td>1.2</td>
<td>FLT 1.1 mm</td>
<td>FLT 3.6 mm</td>
<td>4.2</td>
<td>2.5</td>
</tr>
<tr>
<td>6</td>
<td>1.1</td>
<td>Edge 2 mm</td>
<td>1.2</td>
<td>FLT 1.1 mm</td>
<td>FLT 3.6 mm</td>
<td>1.9</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Tab. 2 Statistical evaluation of the results calculated in CFD by various turbulence models, which considered eight flow directions; the most positive values are in black, the most negative in gray; note that all the FB values are negative, meaning that the CFD results are overestimated in comparison to the BLWT results.

<table>
<thead>
<tr>
<th>Flow Direction</th>
<th>sKE</th>
<th>rngKE</th>
<th>rKE</th>
<th>sKW</th>
<th>gekoKW</th>
<th>bslKW</th>
<th>sstKW</th>
<th>I.V.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>FB</td>
<td>-0.245</td>
<td>-0.223</td>
<td>-0.260</td>
<td>-0.288</td>
<td>-0.248</td>
<td>-0.284</td>
<td>-0.183</td>
</tr>
<tr>
<td>R</td>
<td>0.820</td>
<td>0.916</td>
<td>0.838</td>
<td>0.851</td>
<td>0.864</td>
<td>0.845</td>
<td>0.950</td>
<td>1</td>
</tr>
<tr>
<td>FAC1.3</td>
<td>0.300</td>
<td>0.625</td>
<td>0.375</td>
<td>0.375</td>
<td>0.400</td>
<td>0.425</td>
<td>0.875</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>FB</td>
<td>-0.169</td>
<td>-0.178</td>
<td>-0.169</td>
<td>-0.229</td>
<td>-0.187</td>
<td>-0.208</td>
<td>-0.113</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>0.896</td>
<td>0.912</td>
<td>0.896</td>
<td>0.878</td>
<td>0.898</td>
<td>0.874</td>
<td>0.915</td>
</tr>
<tr>
<td>FAC1.3</td>
<td>0.700</td>
<td>0.650</td>
<td>0.625</td>
<td>0.575</td>
<td>0.675</td>
<td>0.600</td>
<td>0.675</td>
<td>1</td>
</tr>
<tr>
<td>45°</td>
<td>FB</td>
<td>-0.169</td>
<td>-0.178</td>
<td>-0.169</td>
<td>-0.229</td>
<td>-0.187</td>
<td>-0.208</td>
<td>-0.113</td>
</tr>
<tr>
<td>R</td>
<td>0.896</td>
<td>0.912</td>
<td>0.896</td>
<td>0.878</td>
<td>0.898</td>
<td>0.874</td>
<td>0.915</td>
<td>1</td>
</tr>
<tr>
<td>FAC1.3</td>
<td>0.700</td>
<td>0.650</td>
<td>0.625</td>
<td>0.575</td>
<td>0.675</td>
<td>0.600</td>
<td>0.675</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>FB</td>
<td>-0.106</td>
<td>-0.167</td>
<td>-0.172</td>
<td>-0.187</td>
<td>-0.172</td>
<td>-0.179</td>
<td>-0.126</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>0.898</td>
<td>0.939</td>
<td>0.933</td>
<td>0.880</td>
<td>0.927</td>
<td>0.874</td>
<td>0.941</td>
</tr>
<tr>
<td>FAC1.3</td>
<td>0.775</td>
<td>0.725</td>
<td>0.700</td>
<td>0.600</td>
<td>0.700</td>
<td>0.700</td>
<td>0.700</td>
<td>1</td>
</tr>
<tr>
<td>90°</td>
<td>FB</td>
<td>-0.148</td>
<td>-0.194</td>
<td>-0.182</td>
<td>-0.224</td>
<td>-0.200</td>
<td>-0.216</td>
<td>-0.153</td>
</tr>
<tr>
<td>R</td>
<td>0.872</td>
<td>0.934</td>
<td>0.891</td>
<td>0.888</td>
<td>0.898</td>
<td>0.862</td>
<td>0.931</td>
<td>1</td>
</tr>
<tr>
<td>FAC1.3</td>
<td>0.575</td>
<td>0.550</td>
<td>0.500</td>
<td>0.475</td>
<td>0.550</td>
<td>0.475</td>
<td>0.700</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>FB</td>
<td>-0.108</td>
<td>-0.143</td>
<td>-0.127</td>
<td>-0.205</td>
<td>-0.151</td>
<td>-0.174</td>
<td>-0.084</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>0.911</td>
<td>0.940</td>
<td>0.913</td>
<td>0.878</td>
<td>0.911</td>
<td>0.875</td>
<td>0.930</td>
</tr>
<tr>
<td>FAC1.3</td>
<td>0.725</td>
<td>0.675</td>
<td>0.750</td>
<td>0.575</td>
<td>0.750</td>
<td>0.575</td>
<td>0.800</td>
<td>1</td>
</tr>
<tr>
<td>180°</td>
<td>FB</td>
<td>-0.208</td>
<td>-0.216</td>
<td>-0.237</td>
<td>-0.270</td>
<td>-0.226</td>
<td>-0.254</td>
<td>-0.176</td>
</tr>
<tr>
<td>R</td>
<td>0.804</td>
<td>0.897</td>
<td>0.816</td>
<td>0.849</td>
<td>0.841</td>
<td>0.844</td>
<td>0.923</td>
<td>1</td>
</tr>
<tr>
<td>FAC1.3</td>
<td>0.375</td>
<td>0.525</td>
<td>0.300</td>
<td>0.325</td>
<td>0.375</td>
<td>0.325</td>
<td>0.725</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>FB</td>
<td>-0.191</td>
<td>-0.248</td>
<td>-0.255</td>
<td>-0.287</td>
<td>-0.243</td>
<td>-0.239</td>
<td>-0.195</td>
</tr>
<tr>
<td>R</td>
<td>0.894</td>
<td>0.926</td>
<td>0.903</td>
<td>0.863</td>
<td>0.898</td>
<td>0.862</td>
<td>0.919</td>
<td>1</td>
</tr>
<tr>
<td>FAC1.3</td>
<td>0.860</td>
<td>0.675</td>
<td>0.625</td>
<td>0.475</td>
<td>0.650</td>
<td>0.625</td>
<td>0.725</td>
<td>1</td>
</tr>
</tbody>
</table>
2.4 Assessment of results and method of comparison

Three statistical methods were applied to assess the results: fractional bias (FB; ideal value (I.V.) = 0.0), correlation coefficient (R, I.V. = 1.0), and part of the results within factor 1.3 (FAC1.3, IV. = 1.0) based on the following equations:

\[ FB = \frac{\bar{X} - \bar{Y}}{\bar{X} + \bar{Y}} \]  
(6)

\[ R = \frac{\text{cov}(X,Y)}{\sigma_X \sigma_Y} \]  
(7)

\[ FAC1.3 = \frac{1}{n} \sum_{i=1}^{n} N_i, \text{where } N_i = \begin{cases} 1 & \text{for } \frac{1}{1.3} \leq |X_i| \leq 1.3 \\ 0 & \text{for others} \end{cases} \]  
(8)

where \( \bar{X} \) is the average of the \( c_{pe} \) values measured in BLWT; \( X \) is the \( c_{pe} \) value measured in BLWT; \( \bar{Y} \) is the average \( c_{pe} \) value calculated in CFD; \( Y \) is the \( c_{pe} \) value calculated in CFD; \( \text{cov} \) is the covariance; and \( \sigma_X, \sigma_Y \) are the standard deviations for \( X \) and \( Y \) (Franek et al., 2021).

3 RESULTS

The experimental results from BLWT were compared with the CFD results calculated using seven turbulence models, which considered eight directions of flow from 0° to 315° in 45° steps (Tab. 2).

The results from the experimental measurements in BLWT were subsequently compared with those calculated in CFD using variant internal computational domain and mesh settings and analysed using the same statistical methods (Tab. 3).

Once the previous two steps were evaluated and the optimal turbulence model (sstKW), calculation domain, and mesh internal settings were selected (combination #1), the next step was to analyse the most critical flow directions. As a result of the \( c_{pe} \) values calculated for the entire surface of the idealised ruin model, the extreme values were assessed: the greatest and lowest values \( c_{pe,\text{max}} \) and \( c_{pe,\text{min}} \), which were followed by the average and median \( c_{pe,\text{max}} \) and \( c_{pe,\text{min}} \) values (Tab. 4). The flow directions, which deviated by 22.5° on both sides, were supplemented near the critical directions estimated in the first round of the analysis (Tab. 5).

4 DISCUSSION

As shown in Tabs. 2 and 3, negative values were observed throughout the comparison of the BLWT and CFD data by using the FB statistical method, which indicates that the CFD results were overestimated.

Tab. 2 marks the most accurate sstKW turbulence model. However, for some flow directions, the positive results from the data comparison point to the sKE and rngKE calculation models. Compared to the others, the sstKW model did not pro-
duce any negative results. From this point of view, the data from the sKW, sKE and rKE models appear to be the least accurate.

Tab. 3 represents the most accurate sstKW turbulence model in the first combination of the computational domain and internal mesh settings. Later combinations yielded more positive results only within their specific calculation models.

Tab. 4 denotes the three flow directions as critical: (1) 0° in terms of the average value and the median value of the external pressure coefficients $c_{pe,\text{mean}}$ and $c_{pe,\text{M}}$; (2) 225° in terms of the highest value captured of the maximum external pressure coefficient $c_{pe,\text{max}}$, the lowest value of the minimum external pressure coefficient $c_{pe,\text{min}}$ and also one of the highest values $c_{pe,\text{mean}}$ captured; and similarly, (3) the 315° direction captured the most...
extreme values of $c_{p,e,max}$, $c_{p,e,min}$ and $c_{p,e,M}$. However, some parameters monitored were directed at secondary flow directions. Therefore, the second analysis of the critical flow directions was supplemented with additional flow directions deviating by $22.5^\circ$ on both sides of the three critical directions assessed previously.

The second analysis is summarized in Tab. 5. The $22.5^\circ$ direction was evaluated as the most critical flow direction, because it was the only one that captured three extreme values of the four parameters monitored; and $247.5^\circ$ because of the high values of the mean and median of the external pressure coefficients $c_{p,e,mean}$ and $c_{p,e,M}$. The second analysis confirmed the $315^\circ$ flow direction as critical (Fig. 11).

In each of the critical flow directions $c_{p,e,max}$ was monitored at the windward face of the model and the $c_{p,e,min}$ value at the

**Fig. 9** Illustration of differences in the computation meshes considering the different variants of the settings; on the left, a view of the entire computational domain; on the right, a detail of the surface of the idealised ruin model; variant 5 from Tab. 3.

**Fig. 10** Illustration of differences in the computation meshes considering the different variants of the settings; on the left, a view of the entire computational domain; on the right, a detail of the surface of the idealised ruin model; variant 6 from Tab. 3.
edge, where the windward face meets the head of the model’s walls (Fig. 11).

4 CONCLUSION

Based on a statistical analysis of the values of the external pressure coefficient $c_{pe}$ at 40 taps on the surface of the idealised ruin model, the sstKW turbulence model has been evaluated as the most appropriate model. These values were obtained by both experimental measurements in BLWT and numerical calculations in CFD during the simulation of eight flow directions. An additional evaluation of the combination of the computational mesh and the domain internal settings for one flow direction was conducted to verify the suitability of the sstKW turbulence model, based on a statistical analysis of the results. The critical flow directions of 22.5°, 247.5° and 315° were analysed and evaluated, based on the maximum, minimum, mean, and median values of the external pressure coefficient $c_{pe}$ on the surface of the idealised ruin model, which was obtained by calculations in the optimized sstKW turbulence model.
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