EXPONENTIAL STABILITY OF INTEGRO-DIFFERENTIAL VOLterra EQUATION ON TIME SCALES

URSZULA OSTASZEWSKA¹ — EWASCHMEIDEL² —
MALGORZATA ZDANOWICZ²

¹Faculty of Mathematics, University of Białystok, Białystok, POLAND
²Institute of Computer Science, University of Białystok, Białystok, POLAND

ABSTRACT. We study the Volterra integro-differential equation on time scales and provide sufficient conditions for boundness of all solutions of considered equation. Using that result, we present the conditions for exponential stability of considered equation. All the results proved on the general time scale include results for both integral and discrete Volterra equations.

1. Introduction

We consider a Volterra integro-dynamic equation of the following form

\[ x^\Delta(t) = a(t)x(t) + \int_{t_0}^{t} A(t,s)x(s) \Delta s + f(t) , \]  

(1)

t \in [t_0, \infty)_T = [t_0, \infty) \cap \mathbb{T} , \text{ where } \mathbb{T} \text{ is a time scale. Functions } a, f : \mathbb{T} \rightarrow \mathbb{R} \text{ and } A : \mathbb{T} \times \mathbb{T} \rightarrow \mathbb{R} \text{ are given and we are interested to give sufficient conditions on these functions to obtain the exponential stability property of the above equation.}

In the past, two types of mathematical equations were used to describe various dynamic processes: differential and integral equations, and difference and summation equations. The first one models phenomena in the continuous time, the second one in the discrete time. However, it is becoming evident that certain
phenomena do not involve purely continuous or discrete aspects. Instead, they feature elements of both. An emerging area that has the potential to manage the above situations effectively is the field of dynamic equations on time scales. Providing a wide perspective, the time scales theory also leads to new results. Furthermore, since many time scales differ from reals and integers, studying dynamic equations on time scales leads to a more general and comprehensive theory.

The readers are referred to the books [4, 5] for the fundamentals of the time scales. Basic qualitative and quantitative results on Volterra equations on time scales with applications can be found in [10–12], and in the discrete case in [6, 13–15, 18], and the references cited therein. There is an interesting topic in mathematical modelling to study consensus on time scales. This problem concerns on stability, in particular exponential stability, of considered equation (see, for example, [8, 9, 16, 18]).

2. Preliminaries

Let us recall that a time scale $\mathbb{T}$ is a nonempty, closed subset of $\mathbb{R}$ with the topology inherited from the standard one in $\mathbb{R}$. The mapping $\sigma : \mathbb{T} \to \mathbb{T}$, defined by $\sigma(t) = \inf\{s \in \mathbb{T} : s > t\}$, where $\inf \emptyset = \sup \mathbb{T}$, is called the forward jump operator. A point $t \in \mathbb{T}$ is called right-dense if $\sigma(t) = t$ and $t < \sup \mathbb{T}$. If $\sigma(t) > t$ then $t$ is right-scattered. In a similar way, we define the backward jump operator (denoted by $\rho$), left-scattered and left-dense points. The function $\mu : \mathbb{T} \to [0, \infty)$ given by $\mu(t) = \sigma(t) - t$ is called the graininess function. The delta (or Hilger) derivative of $f : \mathbb{T} \to \mathbb{R}$ at a point $t \in \mathbb{T}^\kappa$, where

$$\mathbb{T}^\kappa := \begin{cases} \mathbb{T} \setminus (\rho(\sup \mathbb{T}), \sup \mathbb{T}] & \text{if } \sup \mathbb{T} < \infty, \\ \mathbb{T} & \text{if } \sup \mathbb{T} = \infty, \end{cases}$$

is defined in the following way.

**Definition 2.1.** The delta derivative of function $f$ at a point $t$, denoted by $f^\Delta(t)$, is the number (provided it exists) such that given any $\varepsilon > 0$ there is a neighbourhood $U$ of $t$ with

$$\|f(\sigma(t)) - f(s) - f^\Delta(t)[\sigma(t) - s]\| \leq \varepsilon|\sigma(t) - s| \quad \text{for all } s \in U.$$ 

We say that a function $f$ is delta differentiable on $\mathbb{T}^\kappa$ if $f^\Delta(t)$ exists for all $t \in \mathbb{T}^\kappa$. The function $f^\Delta : \mathbb{T}^\kappa \to \mathbb{R}$ is then called the (delta) derivative of $f$ on $\mathbb{T}^\kappa$.
A function \( f : \mathbb{T} \rightarrow \mathbb{R} \) is called rd-continuous provided it is continuous at each right-dense point of \( \mathbb{T} \) and it has finite left-sided limit at each left-dense point of \( \mathbb{T} \) and the set of rd-continuous functions we denote by \( C_{rd}(\mathbb{T}, \mathbb{R}) \). We say that \( F : \mathbb{T} \rightarrow \mathbb{R} \) is antiderivative of \( f : \mathbb{T} \rightarrow \mathbb{R} \) provided for all \( t \in \mathbb{T}^\kappa \) holds \( F^\Delta = f \). Let us emphasize that each rd-continuous function has its antiderivative.

**Definition 2.2.** Let \( F \) be antiderivative of \( f \) and \( s, t \in \mathbb{T} \). The delta integral of \( f \) is defined by

\[
\int_s^t f(r) \Delta r = F(t) - F(s).
\]

A function \( p : \mathbb{T} \rightarrow \mathbb{R} \) is called regressive provided \( 1 + \mu(t)p(t) \neq 0 \) for all \( t \in \mathbb{T} \). The set of all regressive and rd-continuous functions \( p : \mathbb{T} \rightarrow \mathbb{R} \) we will denote by \( \mathcal{R} \). For \( p, q \in \mathcal{R} \) we define circle addition \( \oplus \) by

\[
p \oplus q := p + q + \mu pq.
\]

It is easy to check that \( (\mathcal{R}, \oplus) \) is an Abelian group, and if \( p \in \mathcal{R} \), then the inverse element is given by \( \ominus p = \frac{-p}{1+\mu p} \). Moreover, if we define circle subtraction \( \ominus \) by \( p \ominus q := p \oplus (\ominus q) \) then \( p \ominus q = \frac{p-q}{1+\mu q} \). The subset (in fact, the subgroup) of positively regressive functions can be distinguished in \( \mathcal{R} \) as follows

\[
\mathcal{R}^+ = \{ p \in \mathcal{R} : 1 + \mu(t)p(t) > 0 \quad \text{for all} \quad t \in \mathbb{T} \}.
\]

Let \( p \in \mathcal{R} \). The exponential function \( e_p(t, t_0), t \in \mathbb{T} \) is defined as the unique solution of the initial value problem of the form

\[
x^\Delta = p(t)x, \quad x(t_0) = 1.
\]

**Example.** Let \( p \in \mathcal{R} \) and \( \alpha \in \mathbb{R} \). If \( \mathbb{T} = \mathbb{R} \), then \( e_p(t, t_0) = \exp\left( \int_{t_0}^t p(s)ds \right) \).

In particular, if \( p \equiv \alpha \), then \( e_{\alpha}(t, t_0) = e^{\alpha(t-s)} \). If \( \mathbb{T} = \mathbb{N} \), then \( e_p(n, 1) = \prod_{k=1}^{n-1} (1 + p(k)) \). And for \( p \equiv \alpha \) we have \( e_{\alpha}(n, 1) = (1 + \alpha)^{n-1} \).

In the following theorem, we present some basic properties of the exponential function that will be needed later on in this paper.

**Theorem 2.3.** Let \( p, q \in \mathcal{R}, \) then the following hold

(i) \( e_0(t, s) \equiv 0 \) and \( e_p(t, t) \equiv 0 \);

(ii) \( \frac{1}{e_p(t, s)} = e_{\ominus p}(t, s) \);

(iii) \( e_p(t, s)e_p(s, r) = e_p(t, r) \);

(iv) \( e_p(t, s)e_q(t, s) = e_{p \oplus q}(t, s) \);

(v) if \( p \in \mathcal{R}^+ \), then \( e_p(t, t_0) > 0 \) for all \( t \in \mathbb{T} \);

(vi) \( \int_a^b p(t)e_p(c, \sigma(t)) \Delta t = e_p(c, a) - e_p(c, b) \) for all \( a, b, c \in \mathbb{T} \);
if $p \in \mathbb{R}^+$ and $p(t) \leq q(t)$ for all $t \in \mathbb{T}$, then
$$e_p(t, s) \leq e_q(t, s) \text{ for all } t \geq s;$$

For the proof of the properties (i)–(vi) see [4, Theorems 2.36, 2.39, 2.48] and for the proof of (vii) see [2, Corollary 2.11]. The following Remark describes the monotonicity of the exponential function.

**Remark 1.** Let $p(t) < 0$ for all $t \in \mathbb{T}$ and $p \in \mathbb{R}^+$. Then the following statements hold:
(i) The function $e_p(t, s)$ is increasing with respect to the variable $s$.
(ii) The function $e_p(t, s)$ is decreasing with respect to the variable $t$.

We finish this section by recalling the theorem related to the properties of the delta integral.

**Theorem 2.4.** If $a, b \in \mathbb{T}$ and $f : \mathbb{T} \to \mathbb{R}$ is a rd-continuous function such that $f(t) \geq 0$ for all $a \leq t < b$, then
$$\int_a^b f(t) \Delta t \geq 0.$$  

3. Exponential stability of the Volterra equation

Let $t_0 \in \mathbb{T}$, where $\mathbb{T}$ is unbounded above (i.e., $\sup \mathbb{T} = \infty$), in this case $\mathbb{T}^\kappa = \mathbb{T}$.
We consider the equation (1) with the initial condition
$$x(t_0) = x_0$$
and assume that
$$a \in \mathbb{R}, A \in C_{rd}(\mathbb{T} \times \mathbb{T}, \mathbb{R}) \quad \text{and} \quad f \in C_{rd}(\mathbb{T}, \mathbb{R}).$$

**Definition 3.1.** Equation (1) is said to be exponentially stable if there exist positive constants $M$ and $d$ such that for any solution of the corresponding homogeneous equation with the initial condition $x(t_0) = x_0$ the following inequality holds
$$|x(t)| \leq M|x_0|e^{-d(t, t_0)}.$$  

If assumption (A) holds, then the first order nonhomogenous dynamic linear equation corresponding to equation (1) of the form
$$x^\Delta(t) = a(t)x(t) + f(t).$$
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is called regressive and by variation of constants formula (see [4, Theorem 2.77])
the unique solution of this equation with the initial condition (2) is given by

\[ x(t) = e_a(t, t_0)x_0 + \int_{t_0}^{t} e_a(t, \sigma(r)) f(r) \Delta r. \]  

(4)

One can check that the solution of equation (1) satisfies the following

\[ x(t) = e_a(t, t_0)x_0 + \int_{t_0}^{t} e_a(t, \sigma(r)) \int_{t_0}^{r} A(r, s)x(s) \Delta s \Delta r \]

\[ + \int_{t_0}^{t} e_a(t, \sigma(r)) f(r) \Delta r, \]  

(5)

where \( x_0 = x(t_0) \).

**Lemma 3.2.** Assume that \( a(t) \leq 0 \) for all \( t \in \mathbb{T} \). If \( a \in \mathcal{R}^+ \) then the following inequalities hold

\[ -1 \leq \int_{t_0}^{t} e_a(t, \sigma(r)) a(r) \Delta r \leq 0 \]  

(6)

and \( e_a(t, t_0) \in [0, 1] \).

**Proof.** Consider equation (3) with \( f(t) = -a(t) \) and \( x_0 = 1 \). Note that in this case the function \( x(t) \equiv 1 \) is a solution of the initial value problem given by (3) and (2). Hence, by (4), we immediately obtain that

\[ 1 = e_a(t, t_0) - \int_{t_0}^{t} e_a(t, \sigma(r)) a(r) \Delta r. \]

Due to Theorem 2.3 we can write

\[ e_a(t, t_0) = e_a(t, \sigma(r)) e_a(\sigma(r), t_0). \]

Since \( a \in \mathcal{R}^+ \) we have that \( e_a(t, t_0) > 0 \) for all \( t \in \mathbb{T} \) and \( e_a(\sigma(r), t_0) > 0 \) for all \( r \in \mathbb{T} \). It follows that, in particular, \( e_a(t, \sigma(r)) > 0 \) for all \( r \in [t_0, t) \). This finishes the proof since function \( a \) takes nonpositive values. \( \square \)

**Remark 2.** If \( \mathbb{T} = \mathbb{R} \) then every continuous function \( a : \mathbb{R} \to \mathbb{R} \) is contained in \( \mathcal{R}^+ \). If \( \mathbb{T} = \mathbb{N} \) then the function \( a : \mathbb{N} \to \mathbb{R} \) satisfies the assumption of the above Lemma provided

\[ -1 < a(n) \leq 0 \quad \text{for all} \quad n \in \mathbb{N}. \]

Now we are in a position to present sufficient conditions on the boundness of solutions of equation (1).
3.3 Let assumption (A) holds. Assume \( a \in \mathbb{R}^+ \) such that \( a(t) \leq -\alpha < 0 \) for all \( t \in \mathbb{T} \), where \( \alpha > 0 \). Moreover, assume that there exists constant \( c \in (0,1) \) such that

\[
\sup_{t \in \mathbb{T}} \frac{1}{|a(t)|} \int_{t_0}^{t} |A(t, s)| \Delta s \leq c. \tag{7}
\]

If the function \( f \) is bounded, then all solutions of (1) are bounded.

Proof. For bounded function \( f \) exists positive constant \( F \) such that \( |f(t)| \leq F \) for all \( t \in \mathbb{T} \). Let \( x : \mathbb{T} \to \mathbb{R} \) be a solution of the initial value problem (1), (2). Since \( x \) satisfies (5) then for any \( t > t_0 \), by Lemma 3.2, we have

\[
|x(t)| \leq |x_0| + \int_{t_0}^{t} e_a(t, \sigma(r)) \int_{t_0}^{r} |A(r, s)x(s)| \Delta s \Delta r \\
+ \int_{t_0}^{t} e_a(t, \sigma(r)) |f(r)| \Delta r
\]

and in consequence

\[
|x(t)| \leq |x_0| + \int_{t_0}^{t} e_a(t, \sigma(r)) |a(r)| \int_{t_0}^{r} \frac{|A(r, s)|}{|a(r)|} \sup_{s \in [t_0, t]} |x(s)| \Delta s \Delta r \\
+ F \int_{t_0}^{t} e_a(t, \sigma(r)) |a(r)| \Delta r
\]

\[
\leq |x_0| + c \sup_{s \in [t_0, t]} |x(s)| \int_{t_0}^{t} e_a(t, \sigma(r)) |a(r)| \Delta r \\
+ \frac{F}{\alpha} \int_{t_0}^{t} e_a(t, \sigma(r)) |a(r)| \Delta r.
\]

Applying Lemma 3.2 we get

\[
|x(t)| \leq |x_0| + c \sup_{s \in [t_0, t]} |x(s)| + \frac{F}{\alpha}.
\]

Now, we can conclude that

\[
\sup_{s \in [t_0, t]} |x(s)| \leq |x_0| + c \sup_{s \in [t_0, t]} |x(s)| + \frac{F}{\alpha},
\]

what gives

\[
\sup_{s \in [t_0, t]} |x(s)| \leq \frac{|x_0| + \frac{F}{\alpha}}{1 - c}.
\]

Since it holds for an arbitrary \( t > t_0 \), the proof is completed. \( \square \)
Example. Let $\mathbb{T}$ be the time scale such that $0 \leq \mu(t) \leq 1$ for all $t \in \mathbb{T}$. We consider the following equation

$$x^\Delta(t) = -\frac{x(t)}{\mu^2(t) + 1} + \frac{1}{t^3 + 1} \int_2^\infty (s + \sigma(s)) x(s) \Delta s + \frac{\sin t}{\mu(t) + 1}. \quad (8)$$

Observe that function $a(t) = -\frac{1}{\mu^2(t) + 1}$ satisfies the assumptions of Theorem 3.3 with constant $\alpha = \frac{1}{2}$. Note that function $f(t) = \frac{\sin t}{\mu(t) + 1}$ is bounded and rd-continuous. Moreover, $A(t, s) = \frac{s + \sigma(s)}{t^3 + 1} \in C_{rd}(\mathbb{T} \times \mathbb{T}, \mathbb{R})$ and one can check that

$$\sup_{t \in \mathbb{T}} \frac{1}{|a(t)|} \int_2^t \left| \frac{s + \sigma(s)}{t^3 + 1} \right| ds \leq \frac{8}{9}.$$ 

Hence all assumptions of Theorem 3.3 are fulfilled, and it follows that all solutions of $(8)$ are bounded.

Remark 3. If $\mathbb{T} = \mathbb{N}$, then $(8)$ takes the form

$$\Delta x(n) = -\frac{1}{2} x(n) + \frac{1}{n^3 + 1} \sum_{i=2}^{n-1} (2i - 1) x(i) + \frac{\sin n}{2}.$$ 

If $\mathbb{T} = \mathbb{R}$, then $(8)$ takes the form

$$x'(t) = -x(t) + \frac{2}{t^2 + 1} \int_2^t s x(s) ds + \sin t.$$ 

If $\mathbb{T} = \frac{1}{3}\mathbb{N}$, then $(8)$ takes the form

$$x^\Delta(n) = \frac{9}{10} + \frac{3}{n^3 + 27} \sum_{k=3}^{3n-1} (k + 1) x(k) + \frac{3}{4} \sin \frac{n}{3}.$$ 

We present our main theorem, which is a generalization of results obtained in [3].

**Theorem 3.4.** Let (A) hold. Assume that the following conditions are satisfied:

(A1) there exists $\lambda \in \mathbb{R}^+$ with property that $-\lambda \in \mathbb{R}^+$ and positive constant $L$ such that

$$|A(r, s)| \leq L e^{(-\lambda) \Theta(-\lambda)} \left( \sigma(r), t_0 \right), \quad r \geq s \geq t_0,$$

(A2) $a \in \mathbb{R}^+$ and there exists positive constant $\alpha$ such that $-\alpha \in \mathbb{R}^+$ and

$$a(t) \leq -\alpha < 0,$$ 

(A3) $\alpha < \lambda$,

(A4) $f$ is a bounded function.

Then equation $(\Pi)$ is exponentially stable.
Proof. Let \( x : \mathbb{T} \to \mathbb{R} \) be a solution of homogeneous equation corresponding to equation (1). Note that if \( f \) is bounded, then \( x \) is bounded and satisfies

\[
x(t) = x_0 e_a(t, t_0) + \int_{t_0}^{t} e_a(t, \sigma(r)) \int_{t_0}^{r} A(r, s) x(s) \Delta s \Delta r.
\]

Therefore for an arbitrary \( t > t_0 \) we obtain

\[
|x(t)| \leq T e_a(t, t_0) + T \int_{t_0}^{t} e_a(t, \sigma(r)) \int_{t_0}^{r} |A(r, s)| \Delta s \Delta r,
\]

where \( \sup_{t \in \mathbb{T}} |x(t)| \leq T \). Observe now that by property of exponential function and by Remark 4 for \( r \geq s \geq t_0 \) we have

\[
|A(r, s)| \leq Le^{-\lambda(\sigma(r), t_0)} e^{-\lambda(r, \sigma(s))}.
\]

Applying the above estimation to (10) gives

\[
|x(t)| \leq T e_a(t, t_0) + TL \int_{t_0}^{t} e_a(t, \sigma(r)) \int_{t_0}^{r} e^{-\lambda(\sigma(r), t_0)} e^{-\lambda(r, \sigma(s))} \Delta s \Delta r.
\]

From (9) and Theorem 2.3 it follows that

\[
e_a(t, t_0) \leq e_{-\alpha}(t, t_0) \quad \text{for all} \quad t \geq t_0
\]

and

\[
e_a(t, \sigma(r)) \leq e_{-\alpha}(t, \sigma(r)) \quad \text{for all} \quad t \geq \sigma(r).
\]

Then, in consequence, we get

\[
|x(t)| \leq T e_{-\alpha}(t, t_0) + TL \int_{t_0}^{t} e_{-\alpha}(t, \sigma(r)) e^{-\lambda(\sigma(r), t_0)} e^{-\lambda(r, \sigma(s))} \Delta s \Delta r
\]

Using properties of the exponential function, we obtain

\[
e_{-\alpha}(t, \sigma(r)) e^{-\lambda(\sigma(r), t_0)} = e_{-\alpha}(t, \sigma(r)) e_{-\alpha}(\sigma(r), t_0) e_{\Theta(-\alpha)}(\sigma(r), t_0) e_{-\lambda(\sigma(r), t_0)} = e_{-\alpha}(t, t_0) e_{(-\lambda)\Theta(-\alpha)}(\sigma(r), t_0).
\]

By Theorem 2.3 we have

\[
\int_{t_0}^{r} e_{-\lambda}(r, \sigma(s)) \Delta s = \frac{1}{\lambda} (1 - e_{-\lambda}(r, t_0)).
\]
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Therefore,
\[
|x(t)| \leq T e^{-\alpha}(t, t_0) + \frac{TL}{\lambda} e^{-\alpha}(t, t_0) \int_{t_0}^{t} e^{(-\lambda)(r) - (-\alpha)(r)}(1 - e^{-\lambda}(r, t_0)) \Delta r
\]
\[
\leq T e^{-\alpha}(t, t_0) + \frac{TL}{\lambda} e^{-\alpha}(t, t_0) \int_{t_0}^{t} e^{(-\lambda)(r) - (-\alpha)(r)} \Delta r
\]

since the expression \( e^{(-\lambda)(r) - (-\alpha)(r)}e^{-\lambda}(r, t_0) \) takes positive values. From the assumptions on constant \( \lambda \) and \( \alpha \) it follows that \( ((-\lambda) \ominus (-\alpha))(t) < 0 \) for all \( t \in \mathbb{T} \). Applying Remark \( \Box \) we obtain
\[
|x(t)| \leq T e^{-\alpha}(t, t_0) + \frac{TL}{\lambda} e^{-\alpha}(t, t_0) \int_{t_0}^{t} e^{(-\lambda)(r) - (-\alpha)(r)} \Delta r
\]

Obviously,
\[
\int_{t_0}^{t} e^{(-\lambda)(r) - (-\alpha)(r)} \Delta r = \frac{1}{((-\lambda) \ominus (-\alpha))(t, t_0) - 1}
\]

and it leads to the following estimation
\[
|x(t)| \leq T \left( 1 + \frac{L}{\lambda((-\lambda) \ominus (-\alpha))} \right) e^{-\alpha}(t, t_0).
\]

Hence, applying that \( -\alpha \in \mathcal{R}^+ \) and assumption (A3), we obtain
\[
|x(t)| \leq T \left( 1 + \frac{L}{\lambda(\lambda - \alpha)} \right) e^{-\alpha}(t, t_0),
\]

which ends the proof. \( \Box \)
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